SSD 知识学习：

SSD的基本架构

            



      上图为一款典型的SSD架构图解，各部分的解释如下：
       操作系统：即我们使用的操作系统，如：WINDOWS,MAC OS,LINUX等。
       文件系统：每个操作系统都有自己的文件系统，如WINDOWS上常见的NTFS,FAT32等。
       底层驱动：就是驱动程序，没有它，硬件是无法和软件交流的。
       ATA接口：ATA数据通道接口标准。（这部分后面会有详细介绍） 外置缓存：目前很多SSD都带了一定容量的DRAM作为缓存的。缓存里面可以存放用户数据，也可以存放映射表之类的数据。
       NAND控制器（此处即SSD主控），它包含： 
       A.主机接口：用于和主机交流，控制数据传输的部分。
       B.FTL闪存转换层：内部包含许多模块，例如坏块管理，磨损平衡，ECC纠错，交叉读写算法和最主要的逻辑物理地址转换功能，请参考相关的章节。
       C.NAND接口：主控和闪存交流，控制数据传输的部分。
       Legacy/ONFI/Toggly:闪存数据通道接口标准。（这部分后面会详细介绍）
       NAND闪存：我们平日看到的SLC，MLC闪存颗粒。
大家应已发现，SSD的硬件架构并不复杂，各种SSD产品的差异表现，主要都是由软件部分（即FTL）的影响而造成。
SSD的优势
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  ，因此它的数据传输速度要比HDD快得多。
            




       上图很清楚的说明了，传统HDD在传输数据时，主要的传输时间都花费到机械部件运动上，而SSD由于没有这些部件，自然可以节省大量的传输时间。
       SSD性能表现优于HDD的原因正如上面所说，由于没有机械部件，当需要存取不同位置的数据时，不会因为机械部件的运动而浪费时间，而且由于SSD内部使用了类似磁盘阵列的技术让数据分布于各个闪存颗粒上面，因此SSD某些方面的性能可达到HDD的数十甚至数百倍。
       用具体表现来说，测试软件中主流SSD的随机读写速度可达到20M/s及50M/s以上，而HDD的速度一般则只有个位数。在日常使用中，用户很容易能察觉到SSD让系统启动、程序运行、文件打开保存等操作的速度都会明显改善。随机读写性能对这些操作有明显影响的原因在于：这些最常用的操作所需要读取的文件数据大多尺寸都在1MB以下，而且在硬盘内是随机分布的，因此SSD的高随机读写性能相对于HDD来说，优势就极为明显了。
       虽然SSD性能相比HDD要优秀得多，但目前大容量的SSD价格对于绝大多数电脑用户来说，仍不容易接受，而且要追上HDD的容量优势，也不容易做到。不过若我们能好好利用SSD和HDD各自在性能和容量方面的优势来互相搭配，那就一定可以让它们互相取长补短，获得最优越的使用体验。
SLC、eSLC、MLC、eMLC的区别
       作为SSD主要元件的NAND闪存，我们经常见到的有SLC和MLC两种，甚至还细分出eSLC和eMLC等等，现在我们谈一下他们之间的区别。
       SLC全称single-level cell，即单阶存储单元；MLC全称Multi-level cell，即多阶存储单元。因NAND闪存是一种电压元件，因此它以不同的电压范围来代表不同的数据，原理如下面图片所示：
            


       SLC就是在NAND闪存的每个存储单元里存储1bit的数据，存储的数据代表”0”还是”1”是由基于Vth电压阈值来判定，对于NAND闪存的写入（编程)，就是对其充电，使得它的电压超过上图的电压判定点A，存储单元就表示0-已编程，如果没有充电或者电压阈值低于那个A点，就表示1-已擦除。
       MLC则是每个存储单元里存储2bit的数据，存储的数据是”00”,”01”,”10”,”11”也是基于电压阈值的判定，当电压没到判定点B时，就代表”11”，当电压在B和C之间，则代表“10”，电压在C和D之间，则表示”01”，而电压达到D以上，则表示”00”。由上面的图片可以看到，MLC相比SLC电压之间的阈值被分成了4份，这样肯定会直接影响性能和稳定性，相对来说，主要受影响的有以下四点：
       1.相邻的存储单元间会互相干扰，造成电压不稳定而出现bit错误，MLC由于阈值相比SLC更接近，所以出错几率会更大。
       2.MLC读写性能降低，写入更达到50%的差距以上，因为需要更精确的充电处理。SLC只有”0”和”1”，，而MLC会有“00”,“01“,”10”,”11” 4个状态，在充电后还要去判断处于哪个状态，速度自然就慢了。
       3.如上所说，因为有额外的读写压力，所以功耗明显增大。
       4.同样因为有额外的读写压力，造成闪存的写入耐久度和数据保存期都受到影响。
       前面说过SLC和MLC的区别，那eSLC和eMLC又是怎么一回事呢？请先看下图：
            


       在NAND Flash工厂制造处理过程中，厂商把晶元上最好的那部分Flash晶片挑选出来并用企业级的标准来检测晶片的数据完整性和耐久度。检测完成后，这些晶片被取下来改变内部参数并进行之后的比标准MLC更苛刻的测试。当这些晶片通过测试后，就被定义为eMLC级别组，余下的就成为MLC级别组了。同理eSLC就是从SLC晶元上挑出来的优质晶片经过内参调整和企业级标准筛选的产物。
            


       相对普通MLC来说，eMLC的不同之处主要体现在下面4个方面：
       1.标称P/E数，34nm镁光的eMLC是30,000次，而MLC则是5000次。
       2.eMLC擦写操作和编程操作所需要的时间相比MLC更长。（通过内参调整达到增加P/E的目的）
       3.当使用完厂商保证的P/E数后，eMLC的数据保存期一般在3个月，而MLC的数据保存期在1年。
       4.相对在的企业级应用下，使用eMLC的稳定性比MLC要高得多，也就是出错的概率更小。
            


       上图为JEDEC协会对消费级和企业级SSD的标准要求。
NAND闪存颗粒结构及工作原理
       前一节谈SLC和MLC的区别时，我们说到NAND闪存是一种电压元件，靠其内存电压来存储数据，现在我们就来谈谈它的结构及工作原理。
       闪存的内部存储结构是金属-氧化层-半导体-场效晶体管(MOSFET)，里面有一个浮置栅极(Floating Gate)，它便是真正存储数据的单元。请看下图：
            


       数据在闪存的存储单元中是以电荷(electrical charge) 形式存储的。存储电荷的多少，取决于图中的控制栅极（Control gate）所被施加的电压，其控制了是向存储单元中冲入电荷还是使其释放电荷。而数据的表示，以所存储的电荷的电压是否超过一个特定的阈值Vth来表示。
       1.对于NAND闪存的写入（编程)，就是控制Control Gate去充电（对Control Gate施加电压），使得浮置栅极存储的电荷够多，超过阈值Vth，就表示0。
       2.对于NAND Flash的擦除(Erase)，就是对浮置栅极放电，低于阈值Vth，就表示1。
            


       上图是一个8Gb 50nm的SLC颗粒内部架构，每个page有33,792个存储单元，每个存储单元代表1bit(SLC)，所以每个page容量为4096Byte + 128Byte（SA区）。每个Block由64个page组成，所以每个Block容量为262,114Byte + 8192Byte （SA区）。Page是NAND Flash上最小的读取/写入（编程）单位（一个Page上的单元共享一根字符线Word line），Block是NAND Flash上最小的擦除单位。不同厂牌不同型号颗粒有不同的Page和Block容量。
       如上所述，大家应该发现了，写入时，是在字符线上加压以写入数据，擦除时则是在位线上加压，因为一个块共享一条位线，这也是擦除的单位是块而不是页的原因，同理写入的最小单位是页的原因大家想必也已明白。
       下图是个8Gb 50nm的SLC芯片，4KB+128字节的页大小，256KB+8KB的块大小。图中每个页内4096字节用于存储数据，另外128字节用于管理和ECC等。
            


       NAND闪存还会利用多Plane设计以提升性能，请看下图：
            


       多Plane设计的原理很简单，从上图中（Micron 25nm L73A)我们看到，一个晶片内部分成了2个Plane，而且2个Plane内的Block编号是单双交叉的，想象我们在操作时，也可以进行交叉操作（一单一双）来提升性能，根据测试，某些情况下性能可以比单Plane设计提高约50%以上。
            


       上图向大家清楚说明了多Plane设计提升性能的原因。
       在前面的SSD基本架构中，我们提及了交叉读写（Interleave）算法，这个算法的作用是什么呢？
       前面所说的是针对单个晶片内部的多Plane进行操作，这里的Interleave指的是对单通道下多个晶片进行操作。打个比方，下图为64G的m4 SSD，颗粒为8颗粒L73A（每个颗粒内部2个Die封装)，那么作为8通道的主控制器，每个通道里可以同时对2个Die(4个Plane）进行操作，达到提速的目的。
            


       假设上面是单通道的操作模式，下图上面部分就是一个通道上有1个Die，下面部分则是一个通道上有2个Die。假定1次读取需要5个时钟周期，一个方块代表1个时钟周期，第五个时钟周期数据即可传输完成，2个Die的时候采用交错操作，第一个时钟周期时Die 1 发送完读取指令后在第二个时钟周期时，Die 2接着发送读取指令，这样就能接近成倍的提升性能，这也就是为什么m4的128G写入速度比64G写入速度快一倍的道理。
            


ONFI闪存数据通道接口标准
       早期的闪存产品每个厂家的设计标准各有不同，会碰到各种各样的问题，特别是到了06年之后，闪存产业市场需求开始发力，造成了迫切需要一个统一的标准来改变这个问题。
       2007年1月，以英特尔，镁光，海力士，意法半导体，力晶为首的NAND闪存厂商和控制芯片开发商台湾群联电子以及产品厂商索尼等宣布统一制定连接NAND闪存和控制芯片的接口标准“ONFI 1.0”。
       ONFI 1.0制定的是包括：闪存指令，寄存器集，引脚排列，电气参数以及封装等有关标准。主要是从包括东芝和三星在内各NAND闪存厂商的自主标准中，将通用的部分抽出进行了标准化。这样便使控制芯片和中间件不依赖于NAND芯片厂商而可实现通用，由此可减轻产品厂商的开发负担。
       由于传统的Legacy接口每通道传输带宽为40MT/s，已经不能满足现今高速发展的SSD产品需求。ONFI 1.0标准把传统Legacy接口每通道传输带宽提升到了50MT/s，可以说ONFI 1.0的目的主要是想着统一接口的设计。 
       2008年2月，ONFI 2.0宣布了，ONFI 2.0的标准使NAND闪存的通道传输带宽从50MT/s提高到了133MT/s，并保持了老版本接口的兼容性。ONFI 2.0主要是通过下面2项技术来缩短数据在缓存区中的交换传输时间。第一，在DRAM里常用的双倍数据流信号技术。第二，ONFI使用了源同步时钟来精确控制锁存信号，使闪存设备达到了更高的工作频率。 
       2009年2月，ONFI 2.1宣布了，相比ONFI 2.0更加简化了闪存控制器设计，并将传输性能提升到166MT/s ~ 200MT/s附近。ONFI 2.1特别针对上网本等低消费产品应用做了调整，加入了新的Small Data Move指令，解放低端消费产品在纠错功能上的限制，增强ECC纠错能力，新增交错读取支持，允许主机向NAND闪存写入数据时停止时钟来节省用电，新增Change Row Address指令来解决某些情况下NAND闪存操作负担，并同时向下兼容老的ONFI标准并和老NAND界面兼容。 
       2009年10月，ONFI 2.2宣布了，在ONFI 2.1的基础上，ONFI 2.2加入了独立LUN重置，增强页编程寄存器的清除，新的ICC测量和规范。前两个功能主要增强了多NAND环境下处理的效率，而规范的电流ICC测试和定义将简化供应商的测试和改进数据的一致性。 
       2011年3月，ONFI 3.0宣布了，提升接口带宽到400MT/s，降低CE针脚需求来提升PCB的布局能力，支持EZ-NAND（闪存内集成ECC）接口。
NAND闪存颗粒品质对SSD稳定性的影响
下图是部分截图，正在做晶元上的晶片扫描分析，红点就是坏的晶片（靠边缘居多），也就是可能会成为“黑片”或者“白片”，这部分在第一层测试环节就被原厂抛弃了。我们可以想象，我们的数据都是存放在这些晶片上的，晶片的品质是非常重要的，选择原厂的产品自然是更有保障了。（小编认为至少会有特挑优先权吧）通过了第一层的晶元测试绝对不意味着这个晶片就合格了，之后还要经过层层的测试，甚至到了最后打上原厂标记的产品都不一定是完全合格品，那么那些不合格的颗粒到了哪里去了哪？正常情况下这部分晶片或者颗粒会流到镁光科技的全资子公司SpecTek那里去做接下来的恢复测试工作。


    从SpecTek的产品数据手册里我们会看到他们的元件分了很多档次，有些被屏蔽部分记忆单元，有些被降低工作频率，有些要配合特殊需求工作，只有很少一部分可以作为完整品使用。不管如何，SpecTek是作为镁光科技的元件恢复部门而存在的，这层阴影让我们感觉产品不能给用户的数据带来安全保障。（小编认为真要用的话还是更适合放USB闪存盘上而不是SSD上）  

AHCI对性能的影响
       AHCI，全称Advanced Host Controller Interface，即高级主机控制器接口，是一种相比老旧的“IDE虚拟模式”更适合新一代SATA存储设备通信的协议(如果主板BIOS不开启AHCI，那么SATA设备其实是工作在IDE虚拟模式下的，南桥会把SATA设备认为是老旧的IDE设备，占用主板IRQ 14/15)，通过它可激活设备的高级SATA功能如原生指令队列和热插拔，支持64bit LBA寻址（大容量机械盘会需要），完全抛弃老一套的“主/从”设备概念，高级电源管理（HIPM/DIPM），端口复用等等。
       其中对SSD性能有影响的就是NCQ（Native Command Queuing，原生指令队列）。目前主流的SSD产品都已支持NCQ，NCQ主要是为了在高并发多线程读写的情况下重新排列读写指令顺序，尽量提供更高的并行读写可能性，从而掩盖多线程并发读写延迟而产生的。在SSD支持的情况下，开启AHCI模式可以使多线程、深并发队列的读写请求，通过NCQ重新排列读写指令操作顺序来让SSD按NCQ已重排的串行数据流做并行读写操作，这样便可以大大的提高随机读写IOPS性能。
       技术上说，Trim指令也支持IDE模式，不过在IDE模式下执行Trim时，他会禁用系统的读写指令。因此Trim的时候可能造成系统出现无响应，而具体时间取决于Trim的范围，一般在几秒到几分钟，非常影响用户体验。
LPM节能技术的作用
       LPM，全称Link Power Management，是SATA接口物理层上的一个功能，它能够将主机（Host）和存储设备（Device）的链接分成3种形态：Active、Partial和Slumber形态，目的是降低物理层总线传输速度，这样即可有省电的功效。由主机（Host）发出改变形态请求的我们叫做HIPM(Host-Initiated LPM, HIPM)，而直接由设备(Device)发出形态请求的叫(Device-Initiated LPM,DIPM) 
       Intel Rapid Storage Technology驱动支持LPM功能来降低高速高容量存储设备的耗电。当然，LPM功能首先需要SATA硬盘支持这个功能。从ICH6M开始，笔记本平台安装完Intel Matrix Storage Manager驱动（RST 驱动前身）后就默认支持LPM。台式机平台从ICH9R开始支持(需要安装Intel Matrix Storage Manager 7.5版本及更新的驱动)，但是默认并没开启。 
       从Intel Rapid Storage Technology 10.0版驱动开始，默认安装完驱动后是开启LPM的（包括所有笔记本和台式机平台）。 
所以造成高速SSD使用中卡顿的问题很可能是Intel Rapid Storage Technology驱动的问题导致（还有部分可能是主机板不兼容，或者设置问题导致），既然这个技术是为了节能而开启的，为何会带来卡顿问题呢？目前主流的SSD可都是已支持LPM技术的。 
       本站neeyuese猜想带来卡顿的原因主要有下面几个：
       1.主机发送HIPM形态改变指令，而SSD设备标准不同，不能很好的支持，出现兼容问题导致卡顿；
       2.主机发送HIPM形态改变指令太频繁，导致SSD设备不能及时反映，出现不兼容而卡顿；
       3.LPM开启后造成SATA总线传输延迟增加，导致高速SSD的传输受到阻塞而卡顿；
       4.SSD内部的DIPM和主机请求的HIPM发生冲突导致卡顿。 
       不管如何，目前解决卡顿的方法就是完全禁用LPM，虽这样会带来耗电的增加，但总比卡顿来得舒服。
SSD性能（跑分）下降的原因
       对于接触SSD不久的人，经常都会产生一种疑问，那就是当SSD使用过一段时间后，再运行测试软件，得到的成绩几乎都肯定要比刚买回来时差，而且时间越长，差距就越明显，这是为什么呢？
       大家从之前的内容已经了解SSD的工作原理及特点，相比传统HDD，SSD最大的差异就在于其使用的NAND闪存无法进行覆盖操作，在已经被写入数据的位置，要重复写入的话，SSD就必须先对该位置进行擦除的操作，而且擦除操作的最小单位比写入操作的要大。说到这里，相信大家都已发觉原因所在了。
       SSD写入数据后，相同的地方未进行擦除是无法再写入数据的，当有需要写入新数据时，就只能写入到‘空闲’的地方，但若‘空闲’的地方不足以存放需要写入的数据，SSD便要进行GC，而GC操作是肯定要消耗占用一部分的SSD性能的，因此此时进行测试，所得的成绩自然就比刚买回来的时候要差，那时因为没写入过数据，全盘空间都是‘空闲’的，没需要进行GC，SSD自然可以用全部性能来进行测试。
            


       上面是一张本站neeyuese所画关于SSD三种状态的图片，大家看过后应该更能理解SSD下降的性能都跑到什么地方去了。障。            
      SSD为何必须分区对齐


 

IOPS数值的意义
       IOPS，中文为每秒操作数，代表一个在定义的数据传输尺寸大小下每秒能够操作这个尺寸数据的次数。数值越高代表对磁盘IO响应能力越好，可以提高系统IO的响应能力，大大提高用户体验。在一些高密度IO场合（大多数是企业级应用），IOPS是关键性能参数。但对于一般家庭消费者而言，10000的IOPS和100000的IOPS，并无多大差别，因为家用环境上，无法用到这么高的IOPS性能。
维护软件
       CrystalDiskInfo官方下载地址：http://crystalmark.info/download/index-e.html
       我们一般下载‘Portable Edition (zip)’绿色版本，解压后即可运行。

       Intel SSD Toolbox - v2.0.2.000官方安装版
       http://www.pceva.com.cn/download/intelssdtoolbox.msi

       Intel SSD Toolbox - v2.0.2.000修改版 by neeyuese
       http://www.pceva.com.cn/uploadfile/2011/0525/20110525024822319.rar
       另：请安装原版2.02并替换可执行文件，否则可能无法运行。

       SSDTool手动Trim指令发送软件
       http://bbs.pceva.com.cn/forum.php?mod=attachment&aid=MzczNzZ8ZWM5OTBlZmN8MTMzODkwMTgyOXw2NDQ3NHwyMDMwNA%3D%3D

       HDDErase（DOS版安全擦除软件）
       http://cmrr.ucsd.edu/people/Hughes/SecureErase.shtml

       AMD关闭节能注册表补丁
       http://www.pceva.com.cn/uploadfile/2011/0525/20110525024745649.rar
       Intel关闭节能注册表补丁
       http://www.pceva.com.cn/uploadfile/2011/0525/20110525024822407.rar
测试软件
       AS SSD Benchmark官方下载地址：
       http://www.alex-is.de/PHP/fusion/downloads.php?cat_id=4&download_id=9

       CrystalDiskMark官方下载地址：
       http://crystalmark.info/download/index-e.html
       我们一般下载‘Portable Edition (zip)’绿色版本，解压后即可运行。

       FuturemarkPCMark 7
       官方网站：
       http://www.pcmark.com/benchmarks/pcmark7/
       官方推荐驱动之家下载地址：
       http://drivers.mydrivers.com/drivers/428-171224-Futuremark-PCMark07-1.0.4.0-For-Win7-32-/

       HD Tune Pro官方下载地址：
       http://www.hdtune.com/download.html

       iometer官方网站：
       http://www.iometer.org/
       iometer各版本下载地址：
       http://sourceforge.net/projects/iometer/files/
       其中稳定版（stable）的最新版本是2006版，开发版最新为1.1.0-rc1，本专题测试所用的版本为2008-06-22-rc2版。]
无损对齐软件Paragon Alignment Tool 3.0的下载地址，方便需要的朋友：
http://u.115.com/file/clom4fe2
