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摘  要
随着科技的发展，人类社会的进步，传统身份识别由于容易遗失，容易被破解已不能起到身份识别作用。人们需要更加安全可靠的身份识别技术。而生物特征的独一无二，不易丢失和被复制的特性很好满足了身份识别的需要。同时随着计算机科学技术和生物医学的发展使得利用生物特征识别成为了可能。在生物特征识别领域，由于人脸识别的操作快速简单，结果直观，准确可靠，不需要人的配合等优点已成为人们关注的焦点。主成分分析（PCA）通过提取高维度的人脸图像的主元，使得图像在低维度空间中被处理来降低了图像处理的难度。由于其有效的解决了图像空间维数过高的问题，已经成为人脸识别领域非常重要的理论。本文研究的就是基于PCA的人脸识别算法的实现。
本文按照完整人脸识别流程来分析基于PCA的人脸识别算法实现的性能。首先使用常用的人脸图像的获取方法获取人脸图像。本文为了更好的分析基于PCA人脸识别系统的性能选用了Essex人脸数据库。接下来是人脸图像预处理方法。由于Essex人脸图像质量较好，而且已经做过相应的预处理，所以本文试验中只使用灰度处理。接着使用PCA提取人脸特征，使用奇异值分解定理计算协方差矩阵的特征值和特征向量以及使用最近邻法分类器欧几里得距离来进行人脸判别分类。在实验中我们发现基于PCA的人脸识别系统的识别率很高，而且具有一定鲁棒性，所以基于PCA的人脸识别算法的实现的研究还是有意义。
【关键词】人脸识别  PCA算法  奇异值分解定理  欧几里得距离
ABSTRACT

With the development of science and technology, the progress of human society, the traditional identification is easy to lose, easy to be cracked and it has not play an identifiable role. People need a more secure and reliable identification technology. Biometric is unique, easy to lose and replication characteristics of good meet the needs of the identification. With the development of computer science and technology and biomedical makes use of biometric identification has become possible. In the field of biometric identification, face recognition with the advantages of operation is fast and simple, the results are intuitive, accurate and reliable,do not need co-ordination, has become the focus of attention. The principal component analysis (PCA) to extract high dimensional face image of the main element, making the images are processed in low-dimensional space and it reduces the difficulty of image processing. PCA solves effectively the problem of high dimension image space and it has become a very important theory in face recognition field. This paper is in this context of writing from.
   In accordance with the full recognition process to analyze the performance of PCA-based face recognition algorithm. The first to use the method of access to commonly used face images for face images. In order to better analysis is based on the performance of the PCA face recognition system selected Essex face database. Next is the face image preprocessing methods. Essex face image quality is better, and have done the appropriate pretreatment, using only gray-scale processing of this trial. Then use the PCA for face feature extraction using singular value decomposition theorem to calculate the covariance matrix of the eigenvalues and eigenvectors, and use the Euclidean distance of the nearest neighbor classifier to the classification of human face discrimination. In the experiment, we found that a high recognition rate of the PCA-based face recognition system, but with a certain robustness, the PCA-based face recognition algorithm to achieve meaningful.

【Key words】face recognition  PCA algorithm SVD  Euclidean distance
目  录
1前  言


2第一章  人脸识别系统概述


2第一节  人脸识别的研究概况


3第二节  人脸识别的发展趋势


4一、多数据融合与方法综合


4二、动态跟踪人脸识别系统


4三、基于小波神经网络的人脸识别


4四、三维人脸识别


4五、适应各种复杂背景的人脸分割技术


4六、全自动人脸识别技术


4第三节  人脸识别技术的主要难点


5一、复杂条件下人脸的检测和关键点定位


5二、光照问题


5三、资态问题


5四、表情问题


5五、遮挡问题


5第四节  人脸识别流程


6一、人脸图像采集


6二、预处理


6三、特征提取


7第五节  本章小结


9第二章  人脸图像的获取


9第一节  人脸图像获取


9第二节  人脸分割


10第三节  人脸数据库


11第四节  本章小结


12第三章  人脸图像的预处理


12第一节  人脸图像格式


12一、JPEG格式


12二、JPEG2000格式


13三、BMP格式


13四、GIF格式


13五、PNG格式


14第二节  人脸图像常用预处理方法


14一、灰度变化


15二、二值化


15三、直方图均衡


15四、图像滤波


17五、图像锐化


18六、图像归一化


19第三节  本章小结


20第四章  人脸识别


20第一节  主成分分析基本理论


20一、什么是主成分分析？


20二、例子


21三、基变换


23四、方差


27五、PCA求解：特征根分解


28六、PCA的假设


28七、总结：


30八、在计算机视觉领域的应用


31第二节  基于PCA人脸识别算法的实现


32一、创建数据库


32二、计算特征脸


34三、人脸识别


36第三节  本章小结


37结  论


38致  谢


39参考文献


40附  录


40一、英文原文


53二、英文翻译


64三、源程序





前  言
随着社会和科技的发展，社会步伐的加快，人们对高效可靠的身份识别需求日益强烈。各种技术在科研和实际中都受到了很大的重视和发展。由于生物特征内在的稳定性和唯一性使其成为了作为身份识别的理想依据。人脸特征作为典型的生物特征外，还有隐蔽性好，易于被用户接受，不需要人的配合等优点。现已成为了身份识别领域研究的热点。PCA算法通过降低维度，提取主元素，减少了数据冗余，解决了图像纬度太高无法处理或处理很慢的特点，同时保持了原始图像的绝大部分信息。在人脸识别领域，很多先进的识别算法都是在其基础上的改进。所以研究基于PCA的人脸识别算法实现具有重要的理论和使用价值。
本文主要介绍基于PCA的人脸识别算法的实现，除第一章外，其余内容按照人脸识别的流程可分为人脸图像获取，人脸图像预处理，人脸特征提取和特征匹配四个部分。具体安排如下:
第一章主要介绍人脸识别的研究现状，人脸识别技术的主要难点及人脸识别流程。
第二章主要介绍常用的人脸图像获取方法和人脸图像数据库。
第三章主要介绍常用的人脸图像预处理方法。
第四章主要介绍PCA算法，SVD定理，如何通过PCA和SVD提取人脸特征及如何使用最近邻法分类器欧几里得距离来进行判别分类。
第一章  人脸识别系统概述

第一节  人脸识别的研究概况
人脸识别的研究起源比较早，Galton 在1888年和1910年就已在Nature杂志发表两篇关于如何使用人脸进行身份识别的论文。在他的文章，他使用一组数字表示相异的人脸侧面特征，同时还对人类本身的人脸识别能进行了研究分析。自动人脸的研究历史相对比较短，到现在不过五十多年的时间。不过1990年以来，才得到了长足的进步。现在，已变成计算机视觉领域的一个焦点，很多著名的大学和IT公司都有研究组在从事这发面的研究。
对于人脸识别的研究历史可分为三个阶段：
第一阶段（1964-1990）这个阶段主要采取的技术是基于人脸几何结构的。研究的重点主要在剪影上。研究人员做了大量关于如何提取面部剪影曲线的结构特征的研究。这个阶段属于人脸识别的初级阶段，突出的研究成果不多，也没有获得的实际应用。
第二阶段（1991-1997）这个阶段虽然时间相对较短，但是硕果累累，出现了若干具有代表性的算法和几个商业化的人脸识别系统，如Identix（原为Visionics）公司的FaceIt系统。
这个时期最具盛名的人脸识别方法是MIT媒体实验室的Turk和Pentland提出的的“特征脸”方法。后来很多人脸识别技术都与特征脸有关，现在特征脸已与归一化的协相关量方法一起成为了人脸识别性能测试的基准算法。
这个时期的主要成果有：
1992年左右，Brunelli和Poggio做了一个基于结构特征的方法和基于模板匹配的方法性能对比的实验，并得出了模块匹配的方法优于基于特征的方法的结论。这个结论和特征脸的共同作用，基本上停止了纯粹基于结构特征人脸识别的研究，并且很大的促进了基于表观的线性子空间建模和基于统计模式识别技术的发展，使其逐渐成为主流技术。
Belhumeur等人的Fisherface方法也是此阶段一个重要的成果。该方法目前依然是主流人脸识别方法中的一种，产生了很多变种，比如子空间判别模型等。其先使用PCA即特征脸对人脸图像表现特征进行降维，并使用线性判别分析方法对降维后的主成分进行变换以获得“尽量大的类间散度和尽量小的类内散度”。
弹性匹配技术[1]为另一个重要方法。它用一个属性图来描述人脸：属性的顶点代表面部关键特征点，它的属性为相应特征点处的多分辨率，多方向局部特征—Gabor变换[2]，称为Jet；边的属性为不同特征点间的几何关系。对于输入的图像，其通过一种优化搜索策略来定位预先定位的若干面部关键特征点，同时提取它们的Jet特征，得到输入人脸图像的属性图。最后通过计算其与已知人脸属性图的相似度来完成识别过程。弹性匹配方法的优点是既保留了面部的全局结构特征，也对人脸关键局部特征进行了建模。
局部特征分析由Atick等提出。其在本质上是基于统计的低维对象描述方法，与PCA相比，局部特征分析在全局主成分分析的基础上提取的是局部特征。它既保留了全局拓扑信息，有提取了局部特征，使其具有了更好的描述和识别能力。局部特征分析技术已商业化为著名FaceIt系统。
柔性模型，包括主动形状模型和主动外观模型。它是人脸建模方面的一个新的进步。其主要将人脸描述为2D形状和纹理两个分离的部分，分别用PCA建模，然后再通过PCA[3,4,5]将两者合成来对人脸建模。柔性模型具有良好的人脸合成能力，可以使用基于合成的图像分析技术对人脸图像进行特征提取和建模。
这个阶段所提出的算法在理想图像采集条件，人员配合，中小规模正面人脸数据库上达到了非常好的性能。，也诞生几个著名的人脸识别系统。
第三阶段（1998年—现在）这个时期关于人脸识别的研究非常热门。有大量的研究人员从事这方面的研究。主要针对的是主流的人脸识别技术在采集条件不理想和用户不配合下鲁棒性差的问题。光照和姿态问题成为了研究焦点。
这个时期主要成果有：
Georghiades等人基于光照锤模型的多姿态，多光照条件人脸识别方法。Blanz和Vetter等人基于3D变形模型的多姿态，多光照的人脸识别方法。Shashua等人基于上图像的人脸图像识别与绘制技术[6,7]。
总体而言，目前非理想成像条件下（尤其是光照和姿态），对象不配合，大规模人脸数据库上的人脸识别已逐渐成为研究的重点。而非线性建模方法，统计学习理论，基于Boosting的学习技术，基于3D模型的人脸建模与识别方法等逐渐成为备受重视的技术发展趋势。
从整个人脸识别的研究历史来看，基于PCA的特征脸[8,9]识别方法占据了非常重要的地位，也对后来的人脸识别技术产生甚远的影响。在后来很多的人脸识别技术，我们或多或少都会发现它的影子。人脸图像维数都很高，PCA方法不但很好表征人脸而且通过去除相关性，减少冗余，解决了在人脸识别过程中图像为数过高的问题。并且随着现代社会的发展，快速人脸识别的需求越来越大。所以研究基于PCA的人脸识别算法的实现还是有实际意义，本文也就在这样的背景下写作而成。
第二节  人脸识别的发展趋势
人脸识别至今虽然取得了丰硕的研究成果，但是还有很多问题需要解决。人脸识别的难度在于：人脸是非刚性物体，并且会随着年龄的增长而改变，特征难以完全描述；人脸常常有许多遮挡物，如：眼镜，帽子等；环境的光照和人脸的姿态等。人脸识别的未来主要的发展趋势如下：
一、多数据融合与方法综合
人脸识别技术经过这几十年的发展，已取得非常不错的成果。但是各种技术和方法都有自己不同的适应环境和各自的特点。如何使用数据融合理论，将不同的方法综合起来，相互补充，来取得较好的人脸识别效果，便成为人们的研究热点之一。
二、动态跟踪人脸识别系统
目前的静态人脸识别技术只能满足一般身份识别场合如门禁系统，考勤系统等，无法进行人脸的动态跟踪与识别。随着现在社会的发展，目前对动态人脸的跟踪与识别的需求越来越大，尤其是在一些安全领域。

三、基于小波神经网络的人脸识别
小波自提出以来，其理论和应用得到了长足的发展。它被认为是傅里叶分析的突破性的发展。随着神经网络的理论研究的深入，与小波，混沌，模糊集等非线性理论相结合已成为一个非常重要的发展方向。小波变换具有时频特性和变焦特性，神经网络具有自学习，自适应，鲁棒性，容错性和推广能力。如果能结合两者的优势，将会取得人脸识别不错的效果。
四、三维人脸识别 
目前许多人脸识别成果是建立在二维人脸基础上的，而实际的人脸是三维的。三维人脸相比较于二维图像提供了更加完整的人脸信息。随着现在三维人脸采集技术的逐步发展，如何利用三维人脸进行人脸识别已成为一个新的研究热点。
五、适应各种复杂背景的人脸分割技术
现在在复杂背景下的人脸分割已经取得了一定的成果，如弹性匹配，但检测速度和效果还无法令人满意。在复杂背景下快速有效检测和分割人脸技术还需进一步的研究。
六、全自动人脸识别技术
全自动人脸识别技术目前还处于初级研究阶段，识别效果和速度离实际的要求还相差甚远。具体原因是人脸是非刚体，无法得到准确完整的描述人脸特征。如何有效的表达人脸特征将是其研究的重点。
第三节  人脸识别技术的主要难点
目前的人脸识别技术在人员配合，较理想采集条件下可以取得比较满意的结果。但在人员不配合，采集条件不理想下，系统的性能陡然下降。目前的主要的难点为：
一、复杂条件下人脸的检测和关键点定位
人脸检测和关键点定位为实际人脸识别系统的前端处理模块，此模块直接影响着人脸识别系统的性能。目前大多数特征定位算法的精度都会随着光照，姿态等变化而快速下降。复杂条件下的人脸检测与关键点定位是目前人脸识别急需解决的问题之一。
二、光照问题
关照问题是计算机视觉存在已久的问题，尤其在人脸识别中表现得更加明显。但目前为止光照处理技术远未达到实用的程度，还需要深入的研究。
三、资态问题
对于姿态的研究相对不多，现在人脸识别算法主要以正面或准正面姿态。当人脸姿态俯仰或左右比较大时，人脸识别的识别率骤降。如何提高人脸识别系统对姿态的鲁棒性是人脸识别中一个具有挑战性的任务。
四、表情问题
表情识别是生物特征识别的中的一种，是人机交互不可或缺的部分。表情是复杂的面部肌肉运动，每个表情都是几十块面部肌肉共同运动的结果，很难用精确的数学模型来表示这些肌肉的运动。面部表情的变化为面部特征点的运动。由于目前的计算机技术的限制，计算机还不能准确的定位这些面部特征点，也无法辨别面部肌肉的运动。而且，同一种表情在不同的人上也会有不同的表现形式。并且同一个人的不同表情之间也没有明确的界限。以上这些决定计算机很难用统一的标准来识别人的面部表情。
五、遮挡问题
对于非配合情况下，采集到的人脸图像一般都不是完整的，这会影响人脸特征提取与识别，可能还会导致人脸检测算法的失效。如何有效地排除遮挡物的影响有着非常重要的意义，如在监控环境下。
以上列举了部分主要的技术难点，其他难点由于本文的讨论不会涉及，所以不会再一一列举。本文的实验是在人脸图像正面姿态，光照正常，表情正常，部分面部图像有小范围遮挡的情况下进行的。这样做的目的只是让我们的工作重心集中在分析PCA 人脸识别算法性能上。
第四节  人脸识别流程
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图1.1 人脸识别系统处理流程
一、人脸图像采集
采集人脸图像是通过传感器采集人脸图像，并将其转换为计算机可以处理的数字信号。这是人脸识别的第一步。在采集人脸图像时，要注意用户人脸姿态，脸部有无遮挡，周围光照是否满足要求及设备采集图像的质量是否能满足要求。
二、预处理
预处理是为了除去噪声和对测量仪器或其他因素对人脸图像造成退化现象进行复原。从传感器采集到图像除了包含人脸特征信息，还包含背景信息，所以必须从原始人脸图像分割出我们要处理的部分。如何分割就需要定位和分割算法。他们一般以人脸图像在图像结构和人脸信号分布的先验知识为依据。常用的人脸预处理有人脸图像灰度化，人脸图像二值化，人脸图像归一化，直方图修正，图像滤波和图像锐化。
三、特征提取
特征提取就是计算机通过提取人脸图像中能够凸显个性化差异的的本质特征，进而来实现身份识别。本文讲解如何使用PCA算法提取人脸特征，进而实现人脸识别。特征主要包括三种类型：物理特征，结构特征和数学特征。由于物理特征和结构特征容易被察觉，触觉以及其他感觉器官所感知，所以人类常常是利用这些特征来对对象进行识别。对于计算机而言，模拟人类的感觉器官是很难实现的，但计算机在处理数学特征的能力上要比人类强得多，因此我们通过诸如协方差矩阵，统计平均值和相关系数等数学特征来构建人脸识别系统。特征提取和选择的根本任务就是从许多特征中找出那些最有效的特征。在样本数不是很多的情况下，可以利用这些特征进行分类器的设计，但是在大多数情况下，由于测量空间的维数很高，不能直接进行分类器的设计。因此，如何把高维测量空间压缩到低维特征空间，以便有效的设计分类器，便成为了一个值得思考的问题。
为了获得有效的特征，一般需要经过特征形成，特征提取和特征选择等步骤。
1. 特征形成
特征形成是根据被识别对象产生出一组基本特征的过程，当被识别的对象是波形或数字图像时，这些特征可以通过计算得来；当被识别对象是实物或某种过程时，这些特征可以用仪表或传感器测量来得到。通过上面方法获得特征被称为原始特征。
2. 特征提取
原始数据组成的空间被称为测量空间。由于测量空间的维数一般都很高，不易设计分类器，所以在分类器设计之前，需要从测量空间变换到维数很少的特征空间，由特征向量表示。通过映射或变换方法用低纬空间来表示样本的过程被称为特征提取。映射后的特征称为二次特征，它们是原始特征的某种组合，通常是线性组合。
3. 特征选择
从一组特征中挑出一些最有效的特征从而达到降低特征空间维数目的的过程称为特征选择。由于在许多实际问题中常常不容易找到那些最重要的特征，或者由于条件限制而不能对这些重要特征进行测量。从而使得特征选择和特征提取的任务复杂化。
特征提取和特征选择在有些情况下并不是截然分开的，因为从一定意义上来讲，二者都是要达到对数据进行降维的目的，只是实现的途径不同。特征提取是通过某种变换的方法组合原有的高维特征，从而得到一组低维的特征。而特征选择是根据专家的检验知识或评价准则来挑选对分类最有影响的特征。比如可以先将原始特征空间映射到维数较低的空间，在这个空间中在进一步选择特征来进一步降低维度；也可以先去除那些明显不含有分类信息的特征，而后再进行映射以降低维度。
四、特征匹配
特征匹配是计算两个人脸图像特征样本的特征模块间的相似度即将采集到的人脸图像的特征模版与系统中已存储的特征模版进行比对，并输出最佳匹配对象。在本文主要讲解使用最近邻法分类器欧几里得距离来判别人脸图像，在实际广泛使用的还有基于SVM即支持向量机，基于神经网络和图匹配的方法。
第五节  本章小结
本章由人脸识别的研究背景，人脸识别技术的主要难点，人脸识别的发展趋势和人脸识别流程四个小节构成。在人脸识别的研究概况小节主要讲解人脸识别的研究概况及基于PCA人脸识别算法实现的研究意义。在人脸识别的发展趋势小节主要讲解人脸识别技术未来的走向。在人脸识别技术的主要难点小节主要讲解人脸识别的主要技术难点及本文是在什么样的条件进行试验的。人脸识别小节讲解本文人脸识别的流程。
第二章  人脸图像的获取
第一节  人脸图像获取
随着计算机科技和微电子的发展，现在人脸图像采集设备也越来越多。常用的采集设备有数码相机，数码摄影机等。但是采集设备成像原理各异，有些设备对某类人脸图像的采集效果比较好，进而人脸识别率高，对不同类的人脸图像采集效果差，进而人脸识别率低。不过随着现在科技的发展，这个问题已基本上被解决。另外，人脸图像采集的形式不同也会影响识别率。人脸图像的采集形式主要有两种：一为静态人脸图像，二位动态人脸图像。静态人脸图像的采集相对比较简单，用数码相机即可获取。动态人脸图像相比静态人脸图像获取难度较大，但其更加贴近实际需求，应用场合更加广阔。
动态人脸图像相比于静态人脸图提供了更加客观的信息量。但同时也带了问题，动态人脸图像序列里的某一幅图像可能会产生瞬间模糊，这将会影响其识别率。上述问题是由人脸的多变性产生的。对于动态人脸图像要考虑如何在序列中提取清晰的图像又不丢失局部信息。同时建立人脸图像间的相关性是有必要的，可以有效的提高识别率。在实际中，要采用何种人脸采集形式要取决于应用的需求和场合。一般而言，动态人脸图像采集应用于特殊场合，如犯罪识别过程，而静态人脸图像采集应用于普通的安全场合。
对于静态人脸图像采集要注意要确保人脸表情正常，姿态无倾斜，光线尽量均匀，并且要对周围的光源做必要的处理，避免受到周围强光和不均匀异色光的干扰。采集完成后要对每个对象的图像做必要的审核，剔除掉不符合要求的人脸图像。
第二节  人脸分割
人脸识别是通过对人脸进行精确定位，并从图像中提取人脸区域。人脸分割属于图像分割，是人脸识别系统中不可缺少的一环。要对人脸进行识别一般需要将人脸区域从采集到的图像中分离出来。
人脸分割比较经典的方法有数据驱动和模型驱动。数据驱动方法直接对图像进行处理，不依赖于先验知识。其包含有基于边缘检测的方法，基于阀值的方法和基于区域增长的方法。基于模型的方法需要先验知识。其包含有活动轮廓模型等。采集到图像中人脸区域颜色和纹理变化较大，因此如果要实现精确分割，只利用图像的数据信息是不够的，所以实际中基于模型的方法使用的比较多。
基于边缘的分割方法需要两个步骤，分别为边缘检测和边缘连接。该方法先提取边缘后再进行边界连接，得到分割轮廓。但是这个方法也存在问题，实际中由于噪声的图像的影响，常常会检测到假的边缘，从而导致错误的分割。
基于阀值的方法是使用采集到图像的灰度直方图计算出分割阀值，又可以分为全局阀值方法和局部阀值方法。全局阀值方法是使用整个图像的灰度信息，来得到用于分割的阀值。局部阀值方法是图像不同区域得到对应不同区域的阀值即一个阀值对应图像的一个子区域。在实际中，由于噪声等因素的影响，直方图经常不能有明显的峰值出现，这是选择阀值并不合理，它是由阀值分割的特点决定的。此方法只考虑了图像的灰度信息，抛弃了图像的其他信息。对于灰度差不明显的图像，得不到令人满意的结果。
基于区域增长的方法是将含有相似性质的像素集合起来形成一个新的区域。首先把图像分割成较小的区域，有可能非常小，甚至可能是一个像素。在每个子区域中，对经过适当定义能反映一个物体内成员隶属度的性质进行计算，每个子区域会用一组参数来表示该区域。然后对相邻区域所有边界进行分析，若便捷信息强，则边界不变，若边界信息弱，则消除个边界并合并相应的邻域。它是一个迭代过程，每一步重新计算边界信息，若没有区域合并，迭代完成，图像分割完成。该方法开销较大，但可以使用图像的相关性质进行边界定位。该方法当前研究的区别在于区域性质差异上。
基于模型的方法，都是通过引入统计信息来得到高鲁棒性。其中活动轮廓模型是使用在图像上的一条动态曲线，在内力曲线本身新的表现和外力图像信息的表现共同作用下趋于对象的轮廓。模型方法具有丰富的先验知识，在实际中具有很好的适应性和鲁棒性。目标分割与识别通过将目标集合和统计信息表示为模型，是其成为目标的搜索匹配或监督分类。

第三节  人脸数据库
人脸数据库是人脸识别研究，开发和评测不可缺少的。每个人脸识别系统都需要一个人脸数据库。人脸图像数据库的设计对人脸识别系统的识别率有着非常大影响。设计一个在所有变化情况下都能正确识别的系统是非常困难的，而且也没有必要。所有人脸识别系统都是在一定的约束条件进行的。所以有必要建立满足不同需要的人脸数据库。
常用人脸数据库如下：
国外人脸数据库的有FERET人脸数据库， MIT人脸数据库，YALE人脸数据库，PIE人脸数据库，ORL人脸数据库，AR人脸数据库和Essex人脸数据库。FERET人脸数据库是人脸识别中最常用的数据库，包含多姿态和多光照的人脸灰度图像，但其多为西方人脸图像，每个人的人脸图像变化较少。MIT人脸数据库有麻省理工大学媒体实验室建立，由16位志愿者的2592副多姿态，多光照和不同大小的图像组成。PIE人脸数据库有卡内基梅隆大学建立，由68位志愿者的41368副不同姿态，多光照和不同表情的图像组成。ORL人脸数据库由剑桥大学AT&T实验室建立由40位志愿者的400幅图像组成，其中部分志愿者的图像还有姿态，表情和光照的变化。由于其人脸变化模式较少，现已很少使用。AR人脸数据库为西班牙巴塞罗那计算机视觉中心建立，由116人的3228幅图像构成。采集是在严格控制摄像机参数，光照变化，摄像机距离等条件下进行的。Essex人脸数据库是英国埃塞克斯大学的人脸数据库。任何人都可以下载它的人脸数据库，但是你不能发布，打印，销售或发行这些图像。这个人脸数据库由Libor Speacek博士主持的计算机视觉研究项目在维护。这个数据库由faces94，faces95，faces96，grimace四个库组成。这样做的目的是为了增加难度。Faces96和grimace是这个数据库最难识别的。它们的背景和比例是变化的，人脸表情是极度变化的。英国埃塞克斯大学计算机视觉研究项目鼓励研究者公布使用这个数据库取得人脸识别结果。我们在本文采用的是它的face94数据库。faces94数据库中人脸图像是在受试者坐在距离相机固定位置，并要求讲话的情况下采集而成。讲话的目的是为了采集面部表情的变化。每个图像的大小为180*200，图像的背景是蓝色的。有轻微的姿态变换，无光照变换。
国内人脸数据库有中科院计算技术研究所银晨科技面向识别联合实验室建立的CAS—PEAL人脸数据库。该数据库是基于目前的人脸数据库大多都较小或图像变化因素单一，人脸图像的多为西方人，其面部特征与东方人存在一定的差别，需要建立一个大规模，多因素的东方人脸数据库的需求建立的，共采集了1040位志愿者（595名男性，445名女性）的99450幅图像。该数据库根据不同的变化因素又分为7种模式子库。这7种变化因素为姿态，表情，饰物，光照，背景，距离和时间跨度，其中以姿态，表情，饰物和光照为主，故称为PEAL（pose，expression，accessory和lighting的简写）。CASE—PEAL—R1为CASE—PEAL的共享版，可以提供给研究人员用以研究使用。其中研究人员指的是研究生导师或其他固定职位的研究员，不包括学生。
第四节  本章小结
本章主要介绍人脸图像获取，人脸分割和人脸数据库。在人脸图像获取和人脸分割两个小节中主要介绍常用的人脸获取方法及获取人脸原始图像后如何分割出我们需要部分的方法，也为后面人脸图像数据库打下了基础。在人脸数据库一节中，主要介绍了常用的人脸数据库及本文的实验是在Essex人脸数据库中我们选择出来的子库中进行的。这样做的目的是我们的工作中心集中在核心人脸识别算法的性能研究上。
第三章  人脸图像的预处理
第一节  人脸图像格式
在计算机中任何信息都是以文件的形式存储，图像信息也不例外，它经过采样，量化和编码后以图像文件进行存储，所以在人脸识别之前有必要介绍图像文件格式。图像的文件格式很多，本节只介绍本文常用的几种图像格式。
一、JPEG格式
JPEG文件格式是常用的图像文件格式。它是由联合照片专家组（Joint Photographic Experts Group）开发的，并且命名为“ISO10918-1”，JPEG仅仅是一种俗称而已。JPEG文件以.jpg或.jpeg为扩展名，其压缩技术非常先进。JPEG使用有损压缩方法去除冗余图像和彩色数据，获得了较高的压缩率，同时还可以给人丰富生动的视觉感受，即可以使用最小的磁盘存储较好的图像质量。它是一种灵活的格式，可以调节图像质量，允许使用不同压缩比例压缩文件。由于JPEG优异的品质和杰出的表现，它的应用也非常广泛，特别是在网络和光盘读物上，肯定都能找到它的影子。目前各类浏览器均支持JPEG这种图像格式，因为JPEG格式的文件尺寸较小，下载速度快，使得Web页有可能以较短的下载时间提供大量美观的图像，JPEG同时也就顺理成章地成为网络上最受欢迎的图像格式。

二、JPEG2000格式
JPEG2000是基于小波变换的图像压缩标准，同样由联合照片专家组（Joint Photographic Experts Group）开发和维护。JPEG2000通常被认为是未来取代JPEG（基于离散余弦变换）的下一代图像压缩标准。JPEG2000文件的扩展名为jp2。JPEG2000压缩率比JPEG高约30%左右，同时支持有损和无损压缩，而且不会产生原先的基于离散余弦变换的JPEG标准的块状模糊瑕疵。JPEG2000格式有一个极其重要的特征在于它能实现渐进传输，即先传输图像的轮廓，然后逐步传输数据，不断提高图像质量，让图像由朦胧到清晰显示。此外，JPEG2000还支持所谓的"感兴趣区域" 特性，可以任意指定影像上感兴趣区域的压缩质量，还可以选择指定的部分先解压缩。在有些情况下，图像中只有一小块区域对用户是有用的，对这些区域，采用低压缩比，而感兴趣区域之外采用高压缩比，在保证不丢失重要信息的同时，又能有效地压缩数据量，这就是基于感兴趣区域的编码方案所采取的压缩策略。其优点在于它结合了接收方对压缩的主观需求，实现了交互式压缩。而接收方随着观察，常常会有新的要求，可能对新的区域感兴趣，也可能希望某一区域更清晰些。
三、BMP格式
BMP(Bitmap-File）图形文件是Windows采用的图形文件格式，在Windows环境下运行的所有图象处理软件都支持BMP图象文件格式。Windows系统内部各图像绘制操作都是以BMP为基础的。Windows 3.0以前的BMP图文件格式与显示设备有关，因此把这种BMP图象文件格式称为设备相关位图DDB(device-dependent bitmap）文件格式。Windows 3.0以后的BMP图象文件与显示设备无关，因此把这种BMP图象文件格式称为设备无关位图DIB(device-independent bitmap）格式。Windows 3.0以后，在系统中仍然存在DDB位图，只不过如果你想将图像以BMP格式保存到磁盘文件中时，微软极力推荐你以DIB格式保存。目的是为了让Windows能够在任何类型的显示设备上显示所存储的图象。BMP位图文件默认的文件扩展名是BMP或者bmp，有时它也会以.DIB或.RLE作扩展名。
BMP格式的特点是包含的图像信息较丰富，几乎不进行压缩，由此导致了它的缺点—占用磁盘空间过大。

四、GIF格式
GIF图像互换格式（Graphics Interchange Format）是CompuServe公司在 1987年开发的图像文件格式。GIF文件的数据，是一种基于LZW算法的连续色调的无损压缩格式。其压缩率一般在50%左右，它不属于任何应用程序。目前几乎所有相关软件都支持它，公共领域有大量的软件在使用GIF图像文件。GIF图像文件的数据是经过压缩的，而且是采用了可变长度等压缩算法。GIF格式的另一个特点是其在一个GIF文件中可以存多幅彩色图像，如果把存于一个文件中的多幅图像数据逐幅读出并显示到屏幕上，就可构成一种最简单的动画。在早期，GIF所用的LZW压缩算法是Compuserv所开发的一种免费算法。然而令很多软件开发商感到意外的是，GIF文件所采用的压缩算法忽然成了Unisys公司的专利。据Unisys公司称，他们已注册了LZW算法中的W部分。如果要开发生成（或显示）GIF文件的程序，则需向该公司支付版税。由此，人们开始寻求一种新技术，以减少开发成本。PNG（Portable Network Graphics，便携网络图形）标准就在这个背景下应运而生了。它一方面满足了市场对更少的法规限制的需要，另一方面也带来了更少的技术上的限制，如颜色的数量等。在2003年6月20日，LZW算法在美国的专利权已到期而失效。在欧洲、日本及加拿大的专利权亦已分别在2004年的6月18日、6月20日和7月7日到期失效。尽管如此，PNG文件格式凭着其技术上的优势，已然跻身于网络上第三广泛应用格式。与GIF相关的专利于2006年8月11日过期。
GIF格式的特点是压缩比高，磁盘空间占用少。目前互联网上大量彩色动画多为这种格式。

五、PNG格式
PNG，图像文件存储格式，其目的是替代GIF和TIFF文件格式，同时增加一些GIF文件格式所不具备的特性。流式网络图形格式(Portable Network Graphic Format，PNG)名称来源于非官方的“PNG's Not GIF”，是一种位图文件(bitmap file)存储格式，读成“ping”。PNG用来存储灰度图像时，灰度图像的深度可多到16位，存储彩色图像时，彩色图像的深度可多到48位，。PNG使用从LZ77派生的无损数据压缩算法。 
PNG是目前保证最不失真的格式，它综合GIF和JPG两者的优点，存储形式丰富，兼有GIF和JPG的色彩模式。它能将图像文件压缩到极限以利于网络传输，又能保留所有与图像品质相关的信息。它的显示速度快，只需下载1/64的图像信息就可以显示出低分辨率的预览图像。PNG同样支持透明图像的制作。PNG的缺点是不支持动画应用效果。
第二节  人脸图像常用预处理方法
一般，系统采集到的原始图像都会受到各种各样的噪声的影响而失真。并且由于各种条件的限制，采集到的原始图像不能直接进行使用，必须做预处理，即消除噪声，校正失真，将图像变化为标准形式。这样才有利于稳定的进行特征提取。常用的人脸预处理有：灰度变化，二值化，直方图均衡，图像滤波，图像锐化和归一化处理。
一、灰度变化
人脸识别的研究常以灰度图像为处理对象。因为彩色图像的颜色信息常常受到复杂背景的影响。利用彩色图像进行人脸识别存在较多缺陷，而灰度图像为一种最简单有效的对比增强方法。彩色图像有红绿蓝三原色组合而成，灰度图像只含有亮度信息，并且灰度图像的亮度为连续变化的，所以灰度图像要对亮度值进行量化，为0-255，共256个等级。0为全黑，255为全亮。常用的经验公式为gray=0.39*R+0.5*G+0.11*B.
常用变换的方法如下：
线性变换：假设图像为
[image: image2.wmf](,)
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灰度变化范围为
[image: image3.wmf][,]
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，变换后的图像为
[image: image4.wmf](,)
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灰度变化范围为
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分段线性变换：假设图像为
[image: image7.wmf](,)
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灰度变化范围为
[image: image8.wmf][0,]
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，变换后的图像为
[image: image9.wmf](,)
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，目标的灰度变化范围为
[image: image10.wmf][,]
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，想使灰度变化到
[image: image11.wmf][,]
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，则对应关系为
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            （3.2）
非线性变换：使用非线性函数作为映射函数如对数函数，进行灰度变换。对数变换和指数变换分别为


[image: image13.wmf]ln[(,)1]

(,)

ln

fij

gija

bc

+

=+

×


                        （3.3）


[image: image14.wmf][(,)]

(,)1

cfija

gijb

-

=-


                          （3.4）
其中a, b, c用来调整曲线的位置和形状。指数变换能对图像的高灰度区以较大的拉伸。对数变换可以使图像低灰度区有较大拉伸而高灰度区进行压缩。对数变换可以使图像灰度分布相匹配于人的视觉特性。
二、二值化
二值化是通过选取适当的阀值将灰度图像的灰度值从0到255变换为只有0和255的黑白图像。在人脸识别中二值化用来把人的头发，眼睛，脸的轮廓及背影与人脸的亮域分开。在图像二值化过程中选择合适的阀值非常重要。常用的图像二值化选择方法如下：
整体阀值法：在二值化时候只使用一个全局阀值t。假设图像为
[image: image15.wmf]g(,)
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，灰度范围为
[image: image16.wmf]1
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之间选择的一个合适的灰度值，转换后的图像为
[image: image19.wmf]g(,)
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，则转换关系为
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局部阀值法：它是根据当前像素的灰度值和此像素周围点局部灰度特征值来共同决定阀值。
动态阀值法：它的阀值不仅和该像素和周围像素有关，还和该像素的坐标位置有关。
整体阀值法适合图像质量比较好的情况，此时图像在直方图一般有两个峰值。局部阀值法可以处理比较复杂的情况，但有些情况会发生失真。动态阀值法适应性和性能都比较好，实际中对于人脸识别常采用此法进行二值化。

三、直方图均衡
直方图均衡是将将各灰度级分量尽量均匀分布，从而来增强人脸图像的对比度。此外它还能减少光照对人脸图像的影响，使人脸特征提取变得容易，同时还提高了人脸图像的主观质量。其主要在于根据图像灰度分布和实际的需求选择合适的映射函数。选择函数可以连续平滑函数，也可以是分段函数。映射函数为分段函数时一般是基于想要突出人脸图像中某些灰度值物体的细节，又不想牺牲其他灰度值上的细节的考虑。这样可以是需要的细节灰度值区间得以拉伸，不需要的细节得以压缩。
四、图像滤波
现在消除噪声的方法有全局处理和局部算子两类。全局处理类的方法需要了解信号和噪声的统计模型。人脸图像预处理经常使用后一类方法。常用的有均值滤波器，高斯平滑滤波器，中值滤波器和边缘保持滤波器。
1. 均值滤波器
均值滤波是对信号进行局部平均，以平均值来代表该像素点来代表该像素点的灰度值，即每个像素值用其局部邻域内所有值的均值置换：
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其中，M是邻域内像素点总数。
领域N的大小控制着滤波程度，对应大卷积模板的大尺度邻域会加大滤波程度。作为去除噪声的代价，大尺度滤波器会导致图像细节的损失。在设计线性平滑滤波器时，选择滤波权值使得滤波器只有一个峰值，称之为主瓣，并且在水平和垂直方向上是对称的。线性平滑滤波器去除了高频成分和图像中的锐化细节。
2. 高斯平滑滤波器
由于高斯函数的傅里叶变换仍是高斯变换，因此高斯函数能构成一个在频域具有平滑性能的低通滤波器，它对去除服从正态分布的噪音非常有效。一维零均值高斯函数为：
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其中高斯分布参数
[image: image23.wmf]s

决定了高斯滤波器的宽度。对图像处理而言，常使用二维零均值离散高斯函数作平滑滤波器。二维零均值离散高斯函数为：
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一般而言，一幅图像的边缘方向是事先无法知道的，因此，在滤波前是无法确定一个方向是否比另一个方向需要更多的平滑。二维高斯函数具有旋转对称性，即滤波器各个方向上的平滑程度是相同的，这就意味着高斯平滑滤波器在后续边缘检测中不会偏向任一方向。
高斯函数是单值函数。这表明，高斯滤波器是用像素邻域的加权均值来代替该点的像素值，而每一邻域像素点权值是随该点与中心点间距离单调递减。
高斯函数的傅里叶变换的频谱是单瓣的。这就意味着平滑图像不会被不需要的高频信号所污染，同时保留了大部分所需信号。
高斯滤波器宽度决定着平滑程度，是由
[image: image25.wmf]s

表征的。
[image: image26.wmf]s

越大，高斯滤波器的频带就越宽，平滑度就越好。通过调节
[image: image27.wmf]s

，可在图像特征过分模糊（过平滑）与平滑图像中过多突变量（欠平滑）间取得折中。
高斯函数的可分理性，使得高斯滤波器可以有效地实现。二维高斯函数卷积可以分两步进行，首先将图像与一维高斯函数进行卷积，然后将卷积结果与方向垂直的相同一维高斯函数进行卷积。因此，二维高斯滤波器的计算量随着滤波模板宽度线性增长而不是平方增长。
3. 中值滤波器
中值滤波是一种非线性滤波方法。它在平滑脉冲噪声方面非常有效，同时它可以保护像素尖锐的边缘。它用像素点邻域灰度值的中值来代替该像素点的灰度值。该方法在去除脉冲噪声，椒盐噪声的同时又能保留图像边缘细节，这是因为它不依赖于邻域内那些与典型值差别很大的值。中值滤波器在处理连续图像窗函数时与线性滤波器的工作方式类似，但滤波过程不再是加权运算。例如，取4*4窗函数，计算以点[i,j]为中心的窗函数的像素中值时，首先按强度值大小排列像素点，然后选择排序像素集的中间值作为点[i,j]的新值。
中值滤波在一定条件下，可以克服线性滤波器带来的图像细节模糊的缺点，而且对滤除脉冲干扰是最有效的。但对一些细节多，特别是线，尖点等细节多的图像不宜采用中值滤波。
4. 边缘保持滤波器
均值滤波的平滑功能会使图像边缘模糊，而中值滤波在去除脉冲噪声的同时也将图像中的细条细节滤除掉。边缘保持滤波器结合两者的优点，在滤除噪声脉冲的同时，也不会使图像的边缘十分模糊。
边缘保持算法的基本过程为：对灰度图像的每一个像素点[i,j]取适当大小的一个邻域，分别计算[i,j]的左上角子邻域，左下角子邻域，右上角子邻域和右下角子邻域的灰度分布均匀度V，然后取最小均匀度对应区域的均值作为该像素的新灰度值。计算灰度均匀度V可通过下式：
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或
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线性平滑滤波器去除高斯噪声的效果很好，且在大多数情况下，对其他类型的噪声也有很好的去除效果。基于像素加权运算的滤波器属于线性滤波器，均值滤波器和高斯滤波器都属于线性滤波器，而中值滤波器为非线性滤波器。

五、图像锐化
图像锐化用于解决图像提取，图像传输及相关处理过程受到某些因素影响而变得模糊。图像模糊是图像遭受了平均或积分运算造成，可以通过对图像进行逆运算来使图像变得清晰。但是图像锐化存在一个前提条件，图像必须要有较高的信噪比，否则会造成信噪比更低，图像噪声增加比图像信号更多。在实际中，一般先滤除噪声后在进行图像锐化处理。常用的图像锐化方法为拉普拉斯锐化。
假设拉普拉斯算子为
[image: image30.wmf]2
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离散数字图像为
[image: image32.wmf](,)
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，其一阶偏导数为
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，则其二阶偏导数为
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所以
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对于扩算现象引起的人脸图像模糊，可通过
[image: image36.wmf]2
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进行图像锐化，其中k为扩算效应的相关系数。k值要选择合理，若k过大，图像轮廓边缘会过冲。若k过小会导致锐化效果不明显。

六、图像归一化
图像归一化包括灰度归一化和几何归一化。灰度归一化是为了使不同灰度值的图像具有统一灰度。这样做的目的是减弱光照变化对灰度变化而导致人脸识别率降低。具体操作为：
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其中
[image: image38.wmf]0
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和
[image: image39.wmf]0
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分别为理想的均值和方差，一般
[image: image40.wmf]0
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[image: image41.wmf]0

=100

VAR

，M和VAR为输入人脸图像实际的均值和方差。
几何归一化主要的内容有大小矫正，平移，旋转和翻转。大小矫正是为了把原始图像的人脸校正到统一的大小，常常依据人脸的坐标。平移是为了消除人脸左右偏移对人脸识别的影响。旋转是为了使两眼保持在水平位置。翻转是为了使目标图像中的人脸保持在正面位置。常用校正法有直接几何校正法和间接结合校正法。
直接几何校正从畸变图像数组开始，按照行列的顺序，通过
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进行转换，其中
[image: image43.wmf],
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为直接校正变换函数。但还需要将原来像素的灰度值赋值给转换后相应的像素点，并且还需要重采样，使不规则排列的离散灰度数组变为规则排列的灰度数组。
间接几何校正从空白的校正图像数组开始，按行列顺依次对每个校正像素点反求其在畸变图像坐标系中的位置。变换式为
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其中
[image: image45.wmf],

xy

GG

为间接变换函数。把通过上式得到畸变图像位置上的灰度值去除添回到空白校正图像点阵中相应的位置上，并且还需要经过灰度内插来确定(x,y)的位置的灰度值。
第三节  本章小结
本章主要介绍了JPEG文件格式和人脸图像常用预处理方法。在人脸图像常用预处理方法一节中主要介绍了图像归一化处理，常用的消除噪音的方法等，分别为灰度变化，二值化，直方图修正，图像滤波，图像锐化和归一化处理。
第四章  人脸识别
第一节  主成分分析基本理论
一、什么是主成分分析？
主成分分析为Principle component analysis[10,11,12]的中文翻译，其英文简写为PCA。它是一种非常流行和实用的数据分析技术，最重要的应用是对原有数据进行简化。主成分分析可以有效的找出数据中最“主要”的元素和结构，去除噪声和冗余，将原有的复杂数据降维处理，揭示出隐藏在复杂数据背后的简单结构。它的优点是简单，而且无参数限制，可以方便的应用与各个场合。因此应用极其广泛，从神经科学到计算机图形学都有它的身影。PCA被称为应用线形代数最有价值的结果之一。
本节下面的内容将开始讲解PCA的具体内容。具体安排为：首先将从一个简单的例子开始说明PCA应用的场合以及想法的由来，进行一个比较直观的解释；然后加入数学的严格推导，引入线形代数，进行问题的求解。随后将揭示PCA与SVD(Singular Value Decomposition)之间的联系以及如何将之应用于真实世界。最后将分析PCA理论模型的假设条件以及针对这些条件可能进行的改进。
二、例子 

在实验科学中常常遇到的情况是，使用大量的变量代表可能变化的因素，例如光谱、电压、速度等等。在实际中，由于实验环境和观测手段的限制，实验数据往往变得极其的复杂，混乱，而且数据存在很大的冗余。如何对数据进行分析，取得隐藏在数据背后变量间的本质关系，是一个很困难的问题。在神经科学、气象学、海洋学等等学科实验中，假设的变量个数往往非常之多，但是真正的影响因素以及它们之间的关系可能又是非常之简单的。

下面的例子取自一个我们都非常熟悉的物理学中的实验。这个实验看上去似乎过于简单，但足以说明问题。如图表 4.1所示，这是一个理想弹簧运动规律的测定实验。假设球是连接在一个无质量无摩擦的弹簧之上，从平衡位置沿x轴拉开一定的距离然后释放。
[image: image46.png]



图4.1理想弹簧运动规律模型
对于一个具有先验知识的实验者来说，这个实验是非常容易的。球的运动只是在x轴向上发生，只需要记录下x轴上的运动序列并加以分析即可。但是，在实际中，对于第一次做这个实验的实验者来说（这也是实验科学中最常遇到的一种情况），是无法进行这样的假设的。那么，一般来说，必须记录下球的三维位置(x0,y0,z0)。这一点可以通过在不同角度放置三个摄像机实现（如图4.1所示），假设以200Hz的频率拍摄画面就可以得到球在空间中的运动序列。但是，由于实验的限制，这三台摄像机的角度可能比较任意，并不是正交的。事实上，在真实世界中也并没有所谓的x,y,z轴，每个摄像机记录下的都是一幅二维的图像，有其自己的空间坐标系，球的空间位置是由一组二维坐标记录的：[(xA,yA)(xB,yB)(xC,yC)]。经过实验，系统的摄像机记录了几分钟球的位置序列。怎样从这些数据中得到球是沿着某个x轴运动的规律呢？怎样将实验数据中的冗余变量剔除，化归到这个潜在的x轴上呢？

在真实的实验场景中，数据的噪音是必须面对的因素。在这个实验中噪音可能来自空气、摩擦、摄像机的误差以及非理想化的弹簧等等。噪音使数据变得混乱，掩盖了变量间的真实关系。如何去除噪音是实验者每天都要思考和解决的问题。

上面提出的两个问题就是PCA方法要解决的目标。PCA主成分分析方法是解决此类问题的一个非常有效的工具。下文将结合以上的例子提出解决方法，逐步叙述PCA方法的思想和求解过程。
三、基变换
从线形代数的角度来看，PCA的目标就是使用另一组基去重新描述得到的数据空间。而新的基要能尽量揭示原有的数据间的关系。在这个例子中，沿着某x轴上的运动是最重要的。这个维度即最重要的“主元”。PCA 的目标就是找到这样的“主元”，最大程度的去除冗余和噪音的干扰。

1. 标准正交基
为了更有利于推导，将对上述例子的数据作出定义为：在实验过程中，在每一个采样时间点上， 每个摄像机记录一组二维坐标为(x,y)，综合三台摄像机数据，在每一个时间点上得到的位置数据对应于一个六维列向量。
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如果以200Hz的频率拍摄10分钟，将得到10*60*200=120000个这样的向量数据。
抽象一点来说，每一个采样点数据
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都是在m维向量空间（此例m=6）内的一个向量，这里的m是涉及到的变量个数。由线形代数知识可以知道，在m维向量空间中的每一个向量都是一组正交基的线形组合。最普通的一组正交基是标准正交基，实验采样的结果通常可以看作是在标准正交基下表示的。举例来说，上例中每个摄像机记录的数据坐标为(x,y)，这样的基便是[(1,0),(0,1)]。那为什么不取
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或是其他任意的基呢？原因是，这样的标准正交基反映了数据的采集方式。假设采集数据点是(2,2)，一般并不会记录
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。(在
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基下），因为一般的观测者都是习惯于取摄像机的屏幕坐标，即向上和向右的方向作为观测的基准。也就是说，标准正交基表现了数据观测的一般方式。

在线形代数中，这组基表示为行列向量线形无关的单位矩阵。
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2. 基变换
从更严格的数学定义上来说，PCA回答的问题是：如何寻找到另一组正交基，它们是标准正交基的线性组合，而且能够最好的表示数据集？
在PCA方法中有一个很关键的假设：线性。这是一个非常好的假设，它使问题得到了很大程度的简化，具体表现为数据被限制在一个向量空间中，能被一组基表示，并且还隐含的假设了数据间的连续性关系。
这样一来数据就可以被表示为各种基的线性组合。令X表示原数据集。X是一个m*n的矩阵，它的每一个列向量都表示一个时间采样点上的数据
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，在上面的例子中，m=6,n=120000。Y表示转换以后的新的数据集表示。P是他们之间的线性转换。它们间的转换关系为
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有如下定义：

pi表示P的行向量。

xi表示X的列向量。

yi表示Y的列向量。 
上式（3）在线性代数中，它有如下的含义： 
P是从X到Y的转换矩阵。几何上来说，P对X进行旋转和拉伸得到Y。P的行向量，
（p1,p2,…,pm）是一组新的基，而Y是原数据X在这组新的基表示下得到的重新表示。 
下面是对最后一个含义的说明：
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注意到Y的列向量：
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[image: image58.wmf]1

i

i

mi

px

y

px

×

éù

êú

=

êú

êú

×

ëû

M


                             （4.6）
可见yi表示的是xi与P中对应列的点积，也就是相当于是在对应向量上的投影。所以，P的行向量事实上就是一组新的基。它对原数据X进行重新表示。
3. 问题
在线性的假设条件下，问题转化为寻找一组变换后的基，也就是P的行向量（p1,p2,…,pm），这些向量就是PCA中所谓的“主元”。问题转化为如下的形式：

怎样才能最好的表示原数据X？
P的基怎样选择才是最好的?
解决问题的关键是如何体现数据的特征。那么，什么是数据的特征，如何体现呢？
四、方差
“最好的表示”是什么意思呢？下面将给出一个较为直观的解释，但同时会增加一些额外的假设条件。在线性系统中，所谓的“混乱数据”通常包含以下三种成分：噪音，旋转以及冗余。
1. 噪音和旋转
噪音对数据的影响是巨大的，如果不能对噪音进行区分，就不可能抽取到数据中有用的信息。噪音的衡量有多种方式，最常见的定义是信噪比SNR(signal-to-noise ratio)，或是方差比
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比较大的信噪比表示数据的准确度高，而信噪比低则说明数据中的噪音成分比较多。那么怎样区分什么是信号，什么是噪音呢？这里假设，变换较大的信息被认为是信号，变换较小的则是噪音。事实上，这个假设等价于一个低通的滤波器，是一种标准的除噪准则。而变换的大小则是由方差来描述的。它表示了采样点在平均值两侧的分布，对应于图表 4.2(a)就是采样点云的“胖瘦”。显然的，方差较大，也就是较“宽”较“胖”的分布，表示了采样点的主要分布趋势，是主信号或主要分量；而方差较小的分布则被认 为是噪音或次要分量。
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                        (a)                            (b)
图 4.2 (a)摄像机A的采集数据。图中黑色垂直直线表示一组正交基的方向。
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是数据点在短线方向上分布的方差。(b)对P的基向量进行旋转使SNR和方差最大。

假设摄像机A拍摄到的数据如表4.2(a)所示，圆圈代表采样点，因为运动理论上是只存在于一条直线上，所以偏离直线的分布都属于噪音。此时SNR描述的就是采样点云在某对垂直方向上的概率分布的比值。那么，最大限度的揭示原数据的结构和关系，找出潜在的最优的x轴，事实上等价寻找一对空间内的垂直直线（图中黑线表示，也对应于此空间的一组基），使得信噪比尽可能大的方向。容易看出，本例中潜在的x轴就是图上的较长黑线方向。那么怎样寻找这样一组方向呢？直接的想法是对基向量进行旋转。如图表4.2（b）所示，随着这对直线的转动SNR以及方差的变化情况。对应于SNR最大值的一组基p，就是最优的“主元”方向。

2. 冗余
在实验中，经常会出现由于我们先验知识的不足而引入了一些不必要的变量。这样可能会是两种情况：1）该变量对结果没有影响；2）该变量可以用其它变量表示，从而造成数据冗余。
[image: image66.png]low redundancy

high redundancy





                     (a)               (b)             (c)
图4.3可能冗余数据的频谱图表示。r1和r2分别表示两个不同的观测变量。（比如例子中的xA，yB）。最佳拟合曲线r2=kr1用虚线表示。
如图表 3所示，它揭示了两个观测变量之间的关系。4.3(a)图所示的情况是低冗余的，从统计学上说，这两个观测变量是相互独立的，它们之间的信息没有冗余。而相反的极端情况如4.3（c），r1和r2高度相关，r2完全可以用r1表示。一般来说，这种情况发生可能是因为摄像机A和摄像机B放置的位置太近或是数据被重复记录了，也可能是由于实验设计的不合理所造成的。那么对于观测者而言，这个变量的观测数据就是完全冗余的，应当去除，只用一个变量就可以表示。这也就是PCA中“降维”思想的本源。
3. 协方差矩阵
对于上面的简单情况，可以通过简单的线性拟合的方法来判断各观测变量之间是否出现冗余的情况，而对于复杂的情况，需要借助协方差[13]来进行衡量和判断：
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A，B分别表示不同的观测变量所记录的一组值，在统计学中，由协方差的性质可以得到：
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协方差可以表示为
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那么，对于一组具有m个观测变量,n个采样时间点的采样数据X，将每个观测变量的值写为行向量，可以得到一个m*n的矩阵：


[image: image74.wmf]1

m

x

X

x

éù

êú

=

êú

êú

ëû

M


                             （4.11）
接下来定义协方差矩阵如下：
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容易发现协方差矩阵具有如下性质：
 eq \o\ac(○,1)CX是一个m*m的平方对称矩阵。 
 eq \o\ac(○,2) Cx对角线上的元素是对应的观测变量的方差。
 eq \o\ac(○,3) 非对角线上的元素是对应的观测变量之间的协方差。
协方差矩阵CX包含了所有观测变量之间的相关性度量。更重要的是，根据前两部分的说明，这些相关性度量反映了数据的噪音和冗余的程度。
在对角线上的元素越大，表明信号越强，变量的重要性越高；元素越小则表明可能是存在的噪音或是次要变量。

在非对角线上的元素大小则对应于相关观测变量对之间冗余程度的大小。

一般情况下，初始数据的协方差矩阵总是不太好的，表现为信噪比不高且变量间相关度大。PCA的目标就是通过基变换对协方差矩阵进行优化，找到相关“主元”。那么，如何进行优化？矩阵的那些性质是需要注意的呢？
4. 协防差矩阵的对角化
总结上面的部分可以发现主元分析以及协方差矩阵优化的原则是：1）最小化变量冗余即对应于协方差矩阵的非对角元素要尽量小；2）最大化信号即对应于要使协方差矩阵的对角线上的元素尽可能的大。因为协方差矩阵的每一项都是正值，最小值为0，所以优化的目标矩阵CY的非对角元素应该都是0，对应于冗余最小。所以优化的目标矩阵CY应该是一个对角阵。即只有对角线上的元素可能是非零值。同时，PCA假设P所对应的一组变换基必须是标准正交的，而优化矩阵CY对角线上的元素越大，就说明信号的成分越大，换句话就是对应于越重要的“主元”。

对于协方差矩阵进行对角化的方法很多。根据上面的分析，最简单最直接的算法就是在多维空间内进行搜索。和图表4.2(a)的例子中旋转的方法类似：

 eq \o\ac(○,1)在m维空间中进行遍历，找到一个方差最大的向量，令作p1。
 eq \o\ac(○,2)在与p1垂直的向量空间中进行遍历，找出次大的方差对应的向量记作p2
 eq \o\ac(○,3)对以上过程循环，直到找出全部m的向量。它们生成的顺序也就是“主元”的排序。
这个理论上成立的算法说明了PCA的主要思想和过程。在这中间，牵涉到两个重要的特性：1)转换基是一组标准正交基。这给PCA的求解带来了很大的好处，它可以运用线性代数的相关理论进行快速有效的分解。这些方法将在后面提到。2）在PCA的过程中，可以同时得到新的基向量所对应的“主元排序”，利用这个重要性排序可以方便的对数据进行简化处理或是压缩。
五、PCA求解：特征根分解
在线形代数中，PCA问题可以描述成以下形式：
寻找一组正交基组成的矩阵P，有Y=PX，使得
[image: image77.wmf]1

1

T

Y

CYY

n

º

-

是对角阵。则P的行向量（也就是一 组正交基），就是数据X的主元向量。
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定义
[image: image81.wmf]T
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则D是一个对角阵而E则是对称阵A的特征向量排成的矩阵。
这里要提出的一点是，A是一个m*m的矩阵，而它将有p(p<=m)个特征向量。其中p是矩阵A的的秩。如果p<=m，则A即为退化阵。此时分解出的特征向量不能覆盖整个m空间。此时只需要在保证基的正交性的前提下，在剩余的空间中任意取得m-p维正交向量填充E的空格即可。它们将不对结果造成影响。因为此时对应于这些特征向量的特征值，也就是方差值为零

求出特征向量矩阵后我们取
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可知此时的P就是我们需要求得变换基。至此我们可以得到PCA的结果：
X的主元即是
[image: image88.wmf]T

XX

的特征向量也就是矩阵P的行向量。
矩阵
[image: image89.wmf]Y
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对角线上第i个元素是数据X在方向
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的方差。
我们可以得到PCA求解的一般步骤：

 eq \o\ac(○,1)采集数据形成m*n的矩阵。m为观测变量个数,n为采样点个数。

 eq \o\ac(○,2)在每个观测变量（矩阵行向量）上减去该观测变量的平均值得到矩阵X。

 eq \o\ac(○,3)对
[image: image91.wmf]T
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进行特征分解，求取特征向量以及所对应的特征根。

六、PCA的假设
PCA的模型中存在诸多的假设条件，决定了它存在一定的限制，在有些场合可能会造成效果不好甚至失效。PCA的假设条件包括：
1. 线形性假设
如同本节开始的例子，PCA的内部模型是线性的。这也就决定了它能进行的主元分析之间的关系也是线性的。现在比较流行的kernel-PCA的一类方法就是使用非线性的权值对原有PCA技术的拓展。
2. 使用中值和方差进行充分统计
使用中值和方差进行充分的概率分布描述的模型只限于指数型概率分布模型。（例如高斯分布），也就是说，如果我们考察的数据的概率分布并不满足高斯分布或是指数型的概率分布，那么PCA将会失效。在这种模型下，不能使用方差和协方差来很好的描述噪音和冗余，对转换之后的协方差矩阵并不能得到很合适的结果。不过，所幸的是，根据中央极限定理，现实生活中所遇到的大部分采样数据的概率分布都是遵从高斯分布的。所以PCA仍然是一个使用于绝大部分领域的稳定且有效的算法。

3. 大方差向量具有较大重要性
PCA方法隐含了这样的假设：数据本身具有较高的信噪比，所以具有最高方差的一维向量就可以被看作是主元，而方差较小的变化则被认为是噪音。这是由于低通滤波器的选择决定的。
4. 主元正交

PCA方法假设主元向量之间都是正交的，从而可以利用线形代数的一系列有效的数学工具进行求解，大大提高了效率和应用的范围。
七、总结：
PCA技术的一大好处是对数据进行降维的处理。我们可以对新求出的“主元”向量的重要性进行排序，根据需要取前面最重要的部分，将后面的维数省去，可以达到降维从而简化模型或是对数据进行压缩的效果。同时最大程度的保持了原有数据的信息。
在前文的例子中，经过PCA处理后的数据只剩下了一维，也就是弹簧运动的那一维，从而去除了冗余的变量，揭示了实验数据背后的物理原理。

PCA技术的一个很大的优点是，它是完全无参数限制的。在PCA的计算过程中完全不需要人为的设定参数或是根据任何经验模型对计算进行干预，最后的结果只与数据相关，与用户是独立的。但是，这一点同时也可以看作是缺点。如果用户对观测对象有一定的先验知识，掌握了数据的一些特征， 却无法通过参数化等方法对处理过程进行干预，可能会得不到预期的效果，效率也不高。
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图4.4 黑点表示采集数据，排列成转盘的形状。容易想象，该数据的主元是
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或是旋转角
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。
如图表4.4中的例子，PCA找出的主元将是
[image: image95.wmf]12
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。但是这显然不是最优和最简化的主元。
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之间存在着非线性的关系。根据先验的知识可知旋转角
[image: image97.wmf]q

是最优的主元。则在这种情况下，PCA就会失效。但是，如果加入先验的知识，对数据进行某种划归，就可以将数据转化为以
[image: image98.wmf]q

为线性的空间中。这类根据先验知识对数据预先进行非线性转换的方法就成为kernel-PCA，它扩展了PCA能够处理的问题的范围，又可以结合一些先验约束，是比较流行的方法。

有时数据的分布并不是满足高斯分布。如图表 5所示，在非高斯分布的情况下，PCA方法得出的主元可能并不是最优的。在寻找主元时不能将方差作为衡量重要性的标准。要根据数据的分布情况选择合适的描述完全分布的变量，然后根据概率分布式
[image: image99.wmf]1212
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来计算两个向量上数据分布的相关性。等价的，保持主元间的正交假设，寻找的主元同样要使
[image: image100.wmf]12
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这一类方法被称为独立主元分解(ICA)。
[image: image101.png]PCA ICA





图4.5 数据的分布并不满足高斯分布，呈现明显的十字星状。这种情况下，方差最大的方向并不最优主元方向。
PCA方法和线形代数中的奇异值分解(SVD)方法有内在的联系，一定意义上来说，PCA的解法是SVD的一种变形和弱化。对于m*n的矩阵X，通过奇异值分解可以直接得到如下形式：
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其中U是一个m*m的矩阵，V是一个n*n的矩阵，而
[image: image103.wmf]å

是m*m的对角阵。
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形式如下：
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                      （4.20）
其中
[image: image106.wmf]12

...

r

sss

³³³

，是原矩阵的奇异值。由简单推导可知，如果对奇异值分解加以约束:U的向量必须正交,则矩阵U即为PCA的特征值分解中的E，则说明PCA并不一定需要求取
[image: image107.wmf]T
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，也可以直接对原数据矩阵X进行SVD奇异值分解即可得到特征向量矩阵，也就是主元向量。
八、在计算机视觉领域的应用
PCA方法是一个具有很高普适性的方法，被广泛应用于多个领域。这里要特别介绍的是它在计算机视觉领域的应用,包括如何对图像进行处理以及在人脸识别方面的特别作用。

1. 数据表示
如果要将PCA方法应用于视觉领域，最基本的问题就是图像的表达。如果是一幅N*N大小的图像，它的数据将被表达为一个
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                         （4.21）
在这里图像的结构将被打乱，每一个像素点被看作是一维，最直接的方法就是将图像的像素一行行的头尾相接成一个一维向量。还必须要注意的是，每一维上的数据对应于对应像素的亮度、灰度或是色彩值，但是需要划归到同一纬度上。
2. 模式识别
假设数据源是一系列的20幅图像，每幅图像都是大小N*N，那么它们都可以表示为一个
[image: image110.wmf]2
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维的向量。 将它们排成一个矩阵：
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            （4.22）
然后对它们进行PCA处理，找出主元。

为什么这样做呢？据人脸识别的例子来说，数据源是20幅不同的人脸图像，PCA方法的实质是寻找这些图像中的相似的维度，因为人脸的结构有极大的相似性（特别是同一个人的人脸图像），则使用PCA方法就可以很容易的提取出人脸的内在结构，也就是所谓的“模式”，如果有新的图像需要与原有图像比较，就可以在变换后的主元维度上进行比较，衡量新图与原有数据集的相似度如何。对这样的一组人脸图像进行处理，提取其中最重要的主元，可以大致描述人脸的结构信息，称作“特征脸”(EigenFace)。这就是人脸识别中的重要方法“特征脸方法”的理论根据。近些年来，基于对一般PCA 方法的改进，结合ICA、kernel-PCA等方法，在主元分析中加入关于人脸图像的先验知识，则能得到更好的效果。

3. 图像信息压缩
使用PCA方法进行图像压缩，又被称为Hotelling算法，或者Karhunen and Leove(KL)变换。这是视觉领域内图像处理的经典算法之一。具体算法与上述过程相同，使用PCA方法处理一个图像序列，提取其中的主元。然后根据主元的排序去除其中次要的分量，然后变换回原空间，则图像序列因为维数降低得到很大的压缩。例如上例中取出次要的5个维度，则图像就被压缩了1/4。但是这种有损的压缩方法同时又保持了其中最“重要”的信息,是一种非常重要且有效的算法。
第二节  基于PCA人脸识别算法的实现
主成分分析为一种统计学中特征提取方法，在实际中应用的非常广泛。PCA是通过提取原始数据的主元来减少数据的冗余，使数据在低维度的空间中被处理，同时它还能很好保持了原始数据的绝大部分信息，有效的解决了由于空间维数过高而导致的一系列问题。如下将详细介绍如何使用PCA算法进行人脸识别。
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图图4.6 基于PCA的人脸识别算法实现原理图
一、创建数据库

在本环节中主要分为两个阶段，分别为：
1. 读入系统人脸数据库，并将图像变换为相应的灰度图像
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                           (a)                       (b)
图4.7 (a)图像为系统人脸数据库中的原始人脸图像，(b)图像为经过灰度转换后的人脸图像
2. 同时将变换后的二维人脸灰度图像变换为一维人脸向量矩阵
一个大小为M*N的二维人脸图像可以看成长度为MN的人脸图像列向量。为了将二维人脸图像变为以为列向量，我们采取的措施为：首先计算出人脸图像的大小，然后将人脸图像经行转置，最后按列依次取出取出所有灰度值形成大小为MN的一维向量，其实整个阶段的效果相当于将图像的灰度值按行取出依次连接成一维图像向量。
本环节完成后将会产生由一维图像向量组成的矩阵T。

二、计算特征脸
本环节主要包括三个阶段，分别为：
1. 对图像矩阵T进行规范化

首先计算出图像矩阵中一维列向量的平均值m，然后对图像矩阵的每一列都减去平均值形成规范化的图像矩阵A。
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                            (a)                     (b)
图4.8 左图为人脸原始图像，右图为人脸规范化后的图像
2. 计算特征脸
人脸训练图像的协方差矩阵为
[image: image117.wmf]T
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，其中人脸训练样本为
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，维度为
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，则协方差矩阵C的维度为
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。这就出现问题，C的维度过高，在实际中直接计算它的特征值和特征向量非常困难。因此，本文使用奇异值分解定理来解决这个问题。
奇异值分解定理：
假设B为
[image: image121.wmf]nm
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维秩为p的矩阵，则存在两个正交矩阵和一个对角矩阵：
正交矩阵为
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其中
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对角矩阵为
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  则可以得到
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有共同的非零特征值，
[image: image131.wmf]i

u

和
[image: image132.wmf]i

v

分别为
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由上述定理可以得到
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则可以由协方差矩阵
[image: image136.wmf]T
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，从而容易求出L的特征值和特征向量，再根据上述（4-27）式可以求得协方差C的特征值和特征向量。
实际上我们并不需要协方差所有的特征值和特征向量， m个（m<M，M为特征值的数目）个特征值足够用于人脸识别。所以，实际操作中，只取L的前m个最大特征值对应的特征向量用于计算特征脸。
在本环节，本文通过直接构造
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，来计算出L的特征值，再挑选L特征值大于100的作为C的特征值，最后通过C的特征值计算出它的特征向量，从而形成特征脸。
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图4.9 特征脸
三、人脸识别
人脸识别过程分为训练和测试两个阶段。在训练阶段，主要是提取数据库人脸图像的特征，并形成特征库。在测试阶段，主要是提取待识别图像的特征和计算提取的特征和特征库中特征之间的距离测度，并输出最小距离测度对应的人脸图像作为结果。
 具体步骤如下：
1. 训练阶段
将规范化的图像矩阵A中的每一列向量投影到特征子空间，形成特征库。
2. 测试阶段

 eq \o\ac(○,1)假设测试人脸图像为Y，在人脸识别前，先对其进行标准化，即
[image: image140.wmf]Y
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。
 eq \o\ac(○,2)把标准化后的人脸图像向特征子空间进行投影得到向量
[image: image141.wmf]T
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。
 eq \o\ac(○,3)本文使用最近领法分类器欧几里德距离[14,15]进行判决分类。测试图像与每个人脸图像间的距离为
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 (k=1,2,…,P)，并将最小距离对应的训练图像作为测试图像的匹配图像。
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图4.10 人脸姿态发生变化下的人脸识别结果
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图4.11 人脸表情变化下的人脸识别结果
第三节  本章小结
在本章主要讲解PCA基本理论和PCA在人脸识别中应用。在第一节中主要讲解了PCA基础理论，使用PCA进行数据分析的优点和PCA方法在计算机视觉领域的应用。在第二节中主要讲解了如何进行基于PCA的人脸识别。
结  论
本文研究的是基于PCA的人脸识别算法的实现。在试验中采用的人脸数据库为Essex faces94人脸数据库，人脸特征提取算法为PCA算法，分类方法采用的是最小距离分类法。通过实验发现在无光照变换，正面姿态，少量遮挡情况下，基于PCA的人脸识别系统的识别率很高，而且反应很迅速。当然也存在着一些问题，例如本文对图像的光照变化，其他姿态没有进行考虑，但实际中这是无法忽略的问题，有可能会导致人脸识别识别率减小。
为了进一步提高基于PCA的人脸识别系统的性能和适应性，我们可以通过以下几个方面进行改进：
改进图像获取方法：我们可以通过使用人脸检测和跟踪算法，在图像获取的时候，动态跟踪和检测人脸，只采集最佳姿态下的人脸图像。这在一定程度可以解决姿态所引起的问题，但也同时对系统的检测和跟踪人脸的反应时间提出较严格的要求。如果反应时间较长，对于快速移动的人脸可能错过采集最佳姿态的图像，而导致系统无法识别人脸。
改进人脸识别特征提取算法：基于PCA的人脸识别虽考虑了人脸图像间的差异，但是不能区分这种差异是由光照，发型变更或背景导致，还是人脸的内在差异，因此特征脸的识别方法在理论上存在一定的缺陷。究其原因是人脸图像中所有像素都处于同等地位，在角度，光照，尺寸和表情变换可能会导致性能急剧恶化。采用同一个人的训练样本的平均来计算人脸图像类间散布矩阵可在一定程度上补偿这个缺点。同时也可以对输入的人脸图像做规范化处理，主要包括对人脸图像做均值方差归一化，人脸尺寸归一化。另外还可以在计算特征脸的同时利用K-L变换计算特征眼睛和特征嘴，然后将这些局部特征向量加权进行匹配，可能会得到更好的结果。我们也可以将人脸进行差异化分类，可分为脸间差异和脸内差异。脸内差异表示同一个人脸的各种可能变形。脸间差异表示不同人的本质差异。在实际中，人脸图像的差异为两者之和。若脸内差异大于脸间差异，则认为两个人脸图像属于一个人的可能性较大。
改进人脸识别的分类器：最近邻法分类器属于一种线性分类器。在实际中可以利用神经网络这类学习能力强的非线性分类器对高维人脸识别可能会取得更好的效果。
综合不同的人脸识别方法：在目前，仅仅单独采用一种现有的人脸识别方法一般都不会取得很好的识别效果。各种技术和方法都有自己不同的适应环境和各自的特点。如果我们想进一步提高人脸识别系统的识别率，可以考虑使用数据融合理论，将不同的方法综合起来，相互补充，来取得很好的人脸识别效果。这也是为人脸识别的研究趋势之一。
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毕业设计完成了，在这个过程中我学到了很多东西。首先我要感谢我的导师高陈强老师和苏恒地学长，他们在我完成论文的过程中，给予了我很大的帮助。在论文开始的初期，我对于论文的结构以及文献选取等方面都有很多问题，他们鼓励我耐下心，多查资料，多思考，并且指导我如何选择合适的参考资料。在学习原理阶段的初期，我对PCA算法，图像处理和人脸识别都非常的不熟悉，他们细心的指导使我懂得PCA算法处理数据的原理，常用的图像处理方法和人脸识别相关知识。在程序编写初期，他们悉心教导我如何构架基于PCA的人脸识别系统。在论文修改过程中，高老师认真对论文进行了修改，并同时提出了修改意见。高老师严格要求学生的态度，深厚的学术造诣以及平和的待人风格是我学习的榜样。
最后，我要向百忙之中抽出时间对我论文进行评阅，评议和参与答辩的各位老师表示衷心的感谢。
参考文献

[1] 张翠平，苏光大．人脸识别技术综述[J]．中国图像图形学报，2000，5 (11)：56-58．
[2] 章毓晋．图像处理 [M]，北京：清华大学出版社，2007．
[3] 龚勋．PCA与人脸识别即其理论基础[J] ．微计算机信息，2007，32(15)：1-7．
[4] 程自龙，雷秀玉．基于K-L变换(PCA)的特征脸人脸识别方法综述[J]．中国图像图形学报，2010，20(22)：15-18．
[5] 倪世贵，白宝刚．基于PCA的人脸识别研究[J]．现代计算机，2011，23(42):20-22．
[6] 徐飞．Matlab应用图像处理[M]. 西安：西安电子科技大学出版社，2005．
[7] 王映辉．人脸识别：原理，方法与技术[M]. 北京：科学出版社，2010．
[8] 高晓兴，李仁睦，王文佳．基于人脸分类和K-L变换的人脸识别新方法[J]．微计算机信息，2010，26(3)：3-6．
[9] 田印中，董志学，黄建伟．基于PCA的人脸识别算法研究及实现[J]．内蒙古科技与经济，2010，4(208)：15-18．
[10] Lindsay I Smith．A tutorial on Principle Components Analysis[J]．Pattern Recognition，2005，32(9) ：5-8．
[11] Rajkiran Gottumukkal，Vijayan K.Asari．Letters An improved face recongnition technique based on modular PCA approach[J]． Pattern Recognition，2004，25(3) ：429-436．

[12] 刘学胜．基于PCA和SVM算法的人脸识别[J]．计算机与数字工程，2011，14(3)：56-58．
[13] 盛骤，谢式千，潘承毅．概率论与数理统计 [M]．北京：高等教育出版社，2008．

[14] 陈惠明．图像欧氏距离在人脸识别中的应用研究[J]．计算机工程与设计，2008，3(14)：22-25．
[15] 戴欢，吴小俊．基于图像欧氏距离的人脸描述和识别方法[J]．江南大学学报，2009，36(11)：12-16．
附  录
一、英文原文
An improved face recognition technique based
on modular PCA approach
Rajkiran Gottumukkal  Vijayan K.Asari

Abstract

A face recognition algorithm based on modular PCA approach is presented in this paper. The proposed algorithm when compared with conventional PCA algorithm has an improved recognition rate for face images with large variations in lighting direction and facial expression. In the proposed technique, the face images are divided into smaller sub-images and the PCA approach is applied to each of these sub-images. Since some of the local facial features of an individual do not vary even when the pose, lighting direction and facial expression vary, we expect the proposed method to be able to cope with these variations. The accuracy of the conventional PCA method and modular PCA method are evaluated under the conditions of varying expression, illumination and pose using standard face databases.

Keywords: PCA; Face recognition; Modular PCA; Pose invariance; Illumination invariance

1. Introduction

Face recognition is a difficult problem because of the generally similar shape of faces combined with the numerous variations between images of the same face. The image of a face changes with facial expression, age, viewpoint, illumination conditions, noise etc. The task of a face recognition system is to recognize a face in a manner that is as independent as possible of these image variations.

Automatic recognition of faces is considered as one of the fundamental problems in computer vision and pattern analysis, and many scientists from different areas have addressed it. Chellappa et al. (1995) presented a survey on several statistical-based, neural network-based and feature-based methods for face recognition. Currently, one of the methods that yields promising results on frontal face recognition is the principal component analysis (PCA),which is a statistical approach where face images are expressed as a subset of their eigenvectors, and hence called eigenfaces (Sirovich and  Kirby,1987; Turk and Pentland,1991;Moghaddam and Pentland,1997; Martinez, 2000; Graham and Allinson,1998).PCA has also been used for handprint recognition (Murase et al.,1981), human-made object recognition (Murase and Nayar, 1995), industrial robotics (Nayar et al.,1996), and mobile robotics (Weng,1996).But results show that the recognition rate is not satisfactory for pose variations exceeding 30°  and extreme changes in illumination.

The main objective of this research is to improve the accuracy of face recognition subjected to varying facial expression, illumination and head pose. As stated before, PCA method has been a popular technique in facial image recognition.

But this technique is not highly accurate when the illumination and pose of the facial images vary considerably. In this research work an attempt is made to improve the accuracy of this technique under the conditions of varying facial expression, illumination and pose. We propose the modular PCA method, which is an extension of the conventional PCA method. In the modular PCA method the face images are divided into smaller images and the PCA method is applied on each of them. Whereas in the traditional PCA method the entire face image is considered, hence large variation in pose or illumination will affect the recognition rate profoundly. Since in the case of modular PCA method the original face image is divided into sub-images the variations in pose or illumination in the image will affect only some of the sub- images, hence we expect this method to have better recognition rate than the conventional PCA method. A similar method called modular eigenspaces was proposed by Pentland et al. (1994).In this method PCA is performed on the eyes and nose of the face image.

This paper is organized as follows: Section 2 describes the conventional PCA method. Section 3 explains the modular PCA method. Section 4 describes the face databases used for testing the face recognition methods. Section 5 presents simulation results obtained by applying the PCA method and the proposed modular PCA method to the face image sets with large light and pose variations. Finally, a conclusion is drawn in Section 6.

2. Review of the PCA method

The PCA method has been extensively applied for the task of face recognition. Approximate reconstruction of faces in the ensemble was per- formed using a weighted combination of eigenvectors (eigenpictures), obtained from that ensemble (Sirovich and Kirby, 1987).The weights that characterize the expansion of the given image in terms of eigenpictures are seen as global facial features. In an extension of that work, Kirby and Sirovich (1990) included the inherent symmetry of faces in the eigenpictures.

All the face images in the face database are represented as very long vectors, instead of the usual matrix representation. This makes up the entire image space where each image is a point Since the faces have a similar structure (eye, nose and mouth, position, etc.), the vectors representing them will be correlated. We will see that faces of the same class will group at a certain location in the image space. Hence the face images are rep resented by a set of eigenvectors developed from a covariance matrix formed by the training of face images. The idea behind eigenimages (in our case eigenfaces) is to find a lower dimensional space in which shorter vectors will describe face images.Fig.1 illustrates this idea graphically.
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Fig. 1. The image-space and face-space coordinate system.




2.1. Computing eigenfaces

Consider the face images in the face database to be of size L by L. These images can be represented as a vector of dimension L2 ,or a point in L2–dimensional space. A set of images therefore corresponds to a set of points in this high dimensional space. Since facial images are similar in structure, these points will not be randomly distributed, and therefore can be described by a lower dimensional subspace.PCA gives the basis vectors for this subspace (which is called the ‘‘face space’’).Each basis vector is of length L2 , and is the eigenvector of the covariance matrix corresponding to the original face images.
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[image: image146.wmf]12

,,...,

M

III

be the training set of face images. The average face is defined by


[image: image147.wmf]1

1

M

i

i

AI

M

=

=

å


                               （1）
Each face differs from the average face by the vector
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The eigenvectors of the covariance matrix are computed and the 
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significant eigenvectors are chosen as those with the largest corresponding eigenvalus. From these eigenvectors, the weights for each image in the training set are computed as
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Where 
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2.2 Classiﬁcation

A test image Itest is projected into face space by the following operation:
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The   weights 
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, which describes the contribution of each eigenface in representing the input face image. This vector can then be used to fit the test image to a predefined face class. A simple technique is to compute distance of 
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3. Modular PCA method

The PCA based face recognition method is not very effective under the conditions of varying pose and illumination, since it considers the global information of each face image and represents them with a set of weights. Under these conditions the weight vectors will vary considerably from the weight vectors of the images with normal pose and illumination, hence it is difficult to identify them correctly. On the other hand if the face images were divided into smaller regions and the weight vectors are computed for each of these regions, then the weights will be more representative of the local information of the face. When there is a variation in the pose or illumination, only some of the face regions will vary and rest of the regions will remain the same as the face regions of a normal image. Hence weights of the face regions not affected by varying pose and illumination will closely match with the weights of the same individual's face regions under normal conditions.Therefore it is expected that improved recognition rates can be obtained by following the modular PCA approach. We expect that if the face images are divided into very small regions the global information of the face may be lost and the accuracy of this method may deteriorate.

In this method, each image in the training set is divided into N smaller images. Hence the size of each sub-image will be L2 =N .These sub-images can be represented mathematically as
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where i varies from 1 to M, M being the number of images in the training set, j varies from 1 to N , N being the number of sub-images and m and n vary from 1 to 
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.Fig2 shows the  result of dividing a  face image into four smaller images using Eq.(5) for N=4.

    The average image of all the training sub-images is computed as
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[image: image166.png]Fig. 2. A face image divided into N smaller images, where
N -4




The next step is to normalize each training sub-image by subtracting it from the mean as
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From the normalized sub-images the covariance matrix is computed as
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Next we find the eigenvectors of C that are associated with the 
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where K takes the values 1,2,…,
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being the number of images per individual, and p varies from 1 to P ,P being the number of individuals in the training set. Weights are also computed for the test sub-images using the eigenvectors as shown in the next equation:
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Mean weight set of each class in the training set is computed from the weight sets of the class as shown below:
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Next the minimum distance is computed as shown below:
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for a particular value of p, the corresponding face class in the training set is the closest one to the test image. Hence the test image is recognized as belonging to the pth face class.

4. Image databases

The performance of the conventional PCA based algorithm and the modular PCA based algorithm were evaluated with two image data- bases, UMIST and Yale. The UMIST database consists of images with varying pose and the Yale database consists of images with varying illumination and expressions. All the images in both the databases were normalized and cropped to a size of 64 · 64 pixels.

4.1. UMIST database-pose variant

For our tests we took a partial set of face images consisting of 10 images each of 20 different individuals from the UMIST face database. Each image of a person is taken at a different pose, with a normal expression. Out of the ten images of a person, only eight were used for training and the remaining two were used to test the recognition rate.Fig.3a and b show the set of images of a person used for training and testing respectively. The choice of the training and testing images was made to test both the algorithms with head pose angles that lie outside the head pose angles they were trained with. The PCA and modular PCA methods may perform poorly with this selection of training and testing images, but our aim is to compare their performance for test images whose head pose angles lie outside the head pose angles of the training images.
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Fig. 3. Images of an individual used for (a) training and (b)
testing.




4.2. Yale database-expression and illumination variant

The Yale database has 165 images of 15 adults, 11 images per person. The face images vary with respect to facial expression and illumination. The images have normal, sad, happy, sleepy, surprised, and winking expressions. There are also images where the position of the light source is at the center, left and right. In addition to these there are images with and without glasses. Out of the 11 images of a person, only eight were used for training and the remaining three were used to test the recognition rates.Fig.4a and b show the set of images of a person used for training and testing respectively. The choice of the training and test images was made to facilitate comparison of performance of both the methods for test images with uneven illumination and partial occlusion.
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Fig. 4. Images of an individual used for () training and (b)
testing.




We also conducted experiments by leaving out one image from each individual's set of 11 images during training and testing the recognition rate with the images left out. This was repeated 11 times by leaving out a different image each time. This kind of testing is referred to as leave out one testing in the remainder of the paper.

5. Test results

We tested the performance of PCA and modular PCA algorithms for varying number of eigenvectors. Considering more eigenvectors results in increased recognition rates, however the increase in computational cost is linear with the number of eigenvectors.Fig.5 shows the recognition rates of PCA and modular PCA for varying number of eigenvectors. The results shown in Fig.5 were obtained using the Yale face database by leaving out one testing. Threshold was not used for this testing; hence there are no rejections, only correct recognition or false recognition. It can also be observed from Fig.5 that the recognition rate is increasing in both PCA and modular PCA methods as we increase the value of
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.Similar results have been observed for values N = 4, 16, 64, 256 and 1024.The modular PCA results have also been compared with the results of modular eigenspaces described by Pentland et al.(1994).It has been observed that the modular PCA algorithm pro- vides better recognition rate with the added advantage that it does not require the detection of specific features like eye, nose and mouth.
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Tests in the remainder of this paper were conducted at 
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=20, i.e. eigenvectors corresponding to the 20 maximum eigenvalues of the covariance matrix. The aim of our tests was to compare the two algorithms with varying pose and illumination face images and varying 
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would have the same effect on both the algorithms as shown in Fig.5, hence only the first 20 eigenvectors were considered for the tests.

When the size of the sub-images is less than or equal to4*4
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 eigenvectors are considered. For example when N =256,16 eigenvectors are considered. For the case where N =4096, the algorithm reduces to comparing the pixel values of test image and training images, pixel by pixel.

We applied the PCA method and the modular PCA method to reconstruct the test images. In the case of the PCA method the image is reconstructed as
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The test image is reconstructed in a similar manner for the modular PCA method and is given as
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Fig. 6. (a) Reconstructed image using PCA method for a test
image from the UMIST database, (b) original image from the
UMIST database, and (c) reconstructed image using modular
PCA method at N =4 for a test image from the UMIST
databa
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Fig. 7. (a) Reconstructed image using PCA method for a test
image from the Yale|database, (b) original image from the Yale
database, and (c) reconstructed image using modular PCA
method at N = 4 for a test image from the Yale datab:





Figs.6 and 7 show the reconstructed images of a face image from the test set of the UMIST and Yale databases using both the methods. In the figures, the reconstructed images obtained for the modular PCA method are concatenated to facilitate visual comparison with the reconstructed image obtained for PCA method.

5.1. Results for pose variation

In this experiment we compared the recognition rate, false recognition rate and false rejection rate of the two methods for large pose variations using the images in the UMIST database. The training and test images were chosen as described in Section 4.1. Furthermore we vary N from 4 to 4096 to observe the effect of N on face recognition. Since the size of all the images in the database is 64 · 64 pixels, the maximum value N can take is 4096, i.e. a sub-image is a single pixel.Fig.8 shows the recognition rate, false recognition rate and false rejection rate for the modular PCA method with varying N .In the case of PCA the recognition rate was 0.3, false recognition rate was 0.625 and false rejection rate was 0.075.
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Fig. 8. Recognition, false recognition and false rejection rates
of the modular PCA method for different values of N. For PCA
the respective rates were 0.3, 0.625 and 0.075.




From the results we note that the modular PCA method has a slightly better recognition rate and false recognition rate at N=4 and 16, but the conventional PCA method has a slightly lesser false rejection rate. Hence the proposed method does not have significant improvement over the PCA method under the condition of varying pose.

5.2. Results for expression and illumination variation

In this experiment we compared the recognition rate, false recognition rate and false rejection rate of the two methods for large expression and illumination variations using the images in the Yale database. The training and test images were chosen as described in Section 4.2. As before we vary the value of N from 4 to 4096 to observe the effect it has on face recognition.Fig.9 shows the recognition rate, false recognition rate and false rejection rate for the modular PCA method with varying N .In the case of PCA the recognition rate was 0.44, false recognition rate was 0.31 and false rejection rate was 0.24.

A second set of experiments were performed by leaving out one testing. The results obtained for modular PCA are shown in Fig.10.For PCA, recognition rate was 0.48,  false recognition rate was 0.36 and false rejection rate was 0.16.
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Fig. 9. Recognition, false recognition and false rejection rates
of modular PCA method for different values of N. For PCA the
respective rates were 0.44, 0.31 and 0.24.
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[image: image196.jpg]Fig. 11. Reconstructed images for a test image with varying
illumination using the PCA and modular PCA method.




We can observe from the results that the modular PCA method completely outperforms the PCA method in all aspects for N at 4, 16 and 64. However, best results were obtained for N at 16. Reconstruction of one of the test images was performed using PCA and modular PCA for N at 16.The results of the reconstruction are shown in Fig.11, the first image is the reconstructed image obtained using PCA method, the second image is the original image and the third image is the concatenation of the reconstructed images obtained using the modular PCA method for N =16.

The PCA based method was not very effective under the conditions of varying illumination, since it considers the global information of each face image and represents them with a set of weights. Under this condition the weight vectors of the test image will vary considerably from the weight vectors of the training images with normal illumination, hence it is difficult to identify them correctly. The huge improvement in the case of modular PCA was observed since the face images were divided into smaller regions and the weight vectors were computed for each of these regions, hence weight vectors will be more representative of the local information of the face. Therefore for variations in illumination, the weights of the face regions not affected by varying illumination closely match with the weights of the same individual's face regions under normal conditions. This leads to better recognition results using modular PCA as observed in the experimental results.

6. Conclusion

A modular PCA method, which is an extension of the PCA method for face recognition has been proposed. The modular PCA method performs better than the PCA method under the conditions of large variations in expression and illumination. For large variations in pose there is no significant improvement in the performance of modular PCA. For face recognition, the modular PCA method can be used as an alternative to the PCA method. In particular, the modular PCA method will be useful for identification systems subjected to large variations in illumination and facial expression.

References

[1] Chellappa ,R. Wilson, C.L. Sirohey,S.1995. Human and machine recognition of faces: A survey. Proc. IEEE 83 (5), 705–740.
[2] Graham, D.B. Allinson, N.M., 1998. Characterizing virtual eigensignatures for  general purpose face recognition. In: Face Recognition: From Theory to Applications, NATO ASI Series F, Computer and Systems Sciences, vol.163, pp. 446–456.
[3] Kirby, M., Sirovich, L.,1990. Application of the Karhunen–Loeve procedure for the characterization of human faces.IEEE Trans.Pattern Anal.Machine Intell.12 (1), 103–108.
[4] Martinez, A.M., 2000. Recognition of partially occluded and/or imprecisely localized faces using a probabilistic approach.In: Proc.of Computer Vision and Pattern Recognition, vol.1, pp.712–717.
[5] Moghaddam,B,Pentland,A.,1997. Probabilistic visual learning for object representation.IEEE Trans.Pattern Anal.Machine Intell. PAMI-19 (7), 696–710.
[6] Murase, H., Kimura, F., Yoshimura, M., Miyake, Y., 1981. An improvement of  the auto-correlation matrix in pattern matching method and its applications to  handprinted HIRAGANA'.Transactions on IECE J64-D(3).
[7] Murase, H., Nayar, S., 1995. Visual learning and recognition of 3-D objects from appearance.Int.J. Computer Vision 14,5–24.
[8] Nayar, S.K., Nene, N.A., Murase, H., 1996. Subspace methods for Robot vision.IEEE Trans.Robot.Automat.RA-12 (5),750–758.
[9] Pentland, A., Moghaddam, B., Starner, T., 1994. View-based and modular eigenspaces for face recognition.IEEE Conf. on Computer Vision and Pattern Recognition.
[10] Sirovich, L., Kirby, M., 1987. A low-dimensional procedure for the characterization of human faces.J. Opt.Soc. Amer. A 4(3), 519–524.
[11] Turk,M.,Pentland, A.,1991Eigenfaces for recognition. J.Cognitive Neurosci.3(1).
[12] Weng, J.J.,1996. Crescepton and SHOSLIF: towards compre-hensive visual learning. In: Nayar, S.K., Poggio, T. (Eds.) ,Early Visual Learning.Oxford University Press, pp. 183–214.
二、英文翻译
使用模块化PCA方法改进面部识别技术
摘要
这篇论文将提出一种基于分块主成分分析的人脸识别算法。这个算法与传统的PCA算法相比提高了人脸图像在光照方向和面部表情剧烈变化下的识别率。这种技术中，将人脸图像分成小的子图，同时使用PCA算法处理这些子图。因为人脸的一些脸部特性不会变化，甚至在姿态，光照方向，面部表情变化时，我们期望这种方法能够适应上述几种的变量的变化。传统PCA方法和分块PCA方法的准确性会被使用标准人脸数据库在变化的表情，光照，和姿态情况下进行评估。
1 介绍
人脸识别是一个很困难的问题，因为同一个人的人脸的图像间是大致相同的脸部形状结合众多的变化。人脸图像会随着面部表情，年龄，角度，光照条件和噪音而改变。人脸识别系统的任务就是使用一种方式识别这些变化尽可能不相关的人脸图像。
自动人脸识别系统被作为计算机视觉和模式识别领域的一个基础性问题，许多来自不同领域的科学家在研究它。Chellappa 等人在1995年提交了一份关于统计方法，神经网络方法和特征方法的调查。目前，主成分分析在正面人脸识别可以取得不错的结果。它是一种统计方法，人脸被表示为他们特征向量的一个子集，并因此被称为特征脸（Sirovichand Kirby 1987； Turk and Pentland 1991；Moghaddam and Pentland 1997；Martinez，2000；Graham and Allinson， 1998）。
PCA也已被用于指纹设别(Murase 等人1981),人造目标识别(Murase and Nayar, 1995),工业机器人(Nayar 等人1996)和移动机器人(Weng 1996)。但是结果表明在姿态变化30°和光照极度变化的情况下识别率不尽如人意。
这个研究的主要目标是改善人脸识别受到面部表情，光照和头部姿态变化下的准确度。在上述之前，PCA方法已是人脸识别领域非常流行的技术。但是这种技术在光照和面部姿态变化非常大时并不十分准确。在这项研究工作试图提高这项技术在面部表情，光照和姿态变化条件下的准确性。我们提出了分块PCA方法，这是传统PCA方法的一个延伸。在分块PCA方法，人脸图像被分成较小的图像，使用PCA处理每个子图。而在传统PCA方法以整个人脸图像来考虑，因此大范围姿态或光照的变化会严重影响识别率。对于分块PCA方法，原始图像被分成子图，这个图像姿态或光照的变化将只会影响一些子图。所以我们希望这个方法相比传统PCA方法有比较好的识别率。一个相似的方法叫做特征空间被Pentland等人在1994年提出。在这个PCA方法中PCA方法应用在面部图像的眼睛和鼻子。
本文组织如下：第二节介绍传统PCA方法。第三节阐述分块PCA方法。第四节介绍用于测试人脸识别方法的人脸数据库。第五节介绍PCA方法和提出的分块PCA方法在人脸图像设置在强光照和姿态变化下的模拟结果。最后，在第六节得出结论。
2 PCA方法的回顾
PCA方法已被广泛应用于人脸识别领域。在整体人脸近似重建方面，使用加权组合的特征向量（特征脸），它是从整体中提取出来的（Sirovich and Kirby, 1987）。把给定的图像用被看成全局面部特征的特征图像进行扩展。这个工作的深入延伸是Kirby和Sirovich（1990）的人脸特征图像固有对称性。
在人脸数据库中的所有人脸被以很长的向量进行表示，而不是用普通矩阵进行表示。这样就构造出了整个图像空间，其中每一个图像就是一个点。由于人脸都有相似的结构（眼睛，鼻子和嘴等等），那些描述人脸的向量都有相互的联系。我们可以看到同一类的人脸图像位于图像空间的某一位置周围。因此人脸图像用一组由训练人脸图像协方差矩阵产生的特征向量表示。这个想法来自于特征图像（我们的案例特征图像）是去找到一个更低维空间，在哪儿用短的向量描述人脸图像。图1以图形的方式阐释了这个想法。
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Fig. 1. The image-space and face-space coordinate system.




2.1 计算特征脸
假设人脸数据库的人脸图像是L*L的。这些图像可以被表示为[image: image199.png]
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维的向量，或[image: image202.png]


维空间的一个点。一组图像相当于一组在高维空间的点。
因为脸部图像在结构上是相似的，这些点将不会随机的分布，因此可以使用低纬子空间进行描述。PCA给出了这个子空间的基向量（被称为面部空间）。每个基向量的长[image: image204.png]


，同时协防差矩阵的特征向量与原人脸图像相一致。
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为一组人脸图像训练集。平均脸定义为：
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每个脸偏离平均脸程度用向量
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ii

IA

=-

表示，协方差矩阵C为：
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协方差矩阵的特征向量被计算出来，同时选择
[image: image211.wmf]'
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最大特征值对应的特征向量作为有意义的特征向量。从这些特征向量，每一幅图像在训练组的分量通过如下计算出来
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其中
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是C最大的特征值
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对应的特征向量，K从1变化到
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。
2.2 分类
测试图像[image: image216.png]


通过以下操作如下放入面部空间
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权重[image: image218.png]


组成一个向量
[image: image219.wmf]

 EMBED Equation.DSMT4 [image: image220.wmf]'
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，这个描述每一个输入脸部图像的特征脸的贡献。这个向量可以用来使测试图像与预先确定的脸部类相匹配。一个简单的技巧是通过
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计算
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的距离，其中
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是pth类的均值向量。当
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时，这个测试图像可以认为是p类的，其中
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和
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是阀值。
3 分块PCA方法
基于PCA的人脸识别方法在多姿态和光照变化的情况下不是非常有效，因为PCA处理每一幅图像的全部信息，同时用一组权值进行表示。在上述条件下的权重向量很大的不同与正常姿态和光照条件下图像的权重向量，因此很难正确的识别他们。另一方面，如果人脸图像被分成较小的区域，同时计算每一个区域的权重向量，这些权重将会更加具有人脸本地信息的代表性。当只有姿态或光照一种因素变化时，只有一些人脸区域将会变化，其他区域将会保持一致与正常人脸图像区域。所以脸部区域权重不会受到变化的姿态和光照的影响，将紧密地与同一个人在正常情况下的脸部区域权重相匹配。因此期望通过以下分块PCA方法提高识别率。我们预计如果人脸图像被分成非常小的区域人脸将可能会丢失全局信息，同时这种方法的准确性可能会恶化。
在这个方法中，每一幅在训练集中的图像被分成N个小的图像。因此每个子图的大小将是
[image: image227.wmf]2
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。这些子图用数学表示为：
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其中i从1到M，M是训练集中图像的数量，j从1到N，N是子图的数量，m和n从1到
[image: image229.wmf]L

N

。图表2显示的是将人脸图像使用（5）式在N=4时分成四个子图的结果。
所有训练子图的均值图像可以通过以下计算出来：
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[image: image231.png]Fig. 2. A face image divided into N smaller images, where
N -4




下一步是通过减去均值来标准化每个训练子图：
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通过标准化子图的可以计算协防差矩阵如下：
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下一步我们发现C的特征向量与最大的特征值
[image: image234.wmf]'
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相关联。我们把特征向量记为
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。通过特征向量计算权重如下所示：
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其中K取值为1,2，…,
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,n从1到
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为每个人的图片数量，p从1到P，P为训练集中人的数量。同样也可以使用特征向量即如下所示的方程计算测试子图的权重。
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在训练集中每一类均值权重集通过类的权重组计算出来。如下所示：
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下一步通过如下所示计算出最小距离


[image: image242.wmf]'

'

1

1

M

pjtestjKpjK

K

DWT

M

=

=-

å


                          （12）
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，p为一个特定的值。在训练集对应的人脸类是最接近测试图像。因此测试图像被公认为属于pth人脸类。
4图像数据库
在UMIST和Yale两个图像数据库下进行评估传统PCA算法和分块PCA算法的表现。UMIST数据库图像有不同的姿态，Yale数据库图像有不同的光照和表情方式。在这两个数据库中的所有图像都进行了规范化，并剪切成64*64像数。
4.1 UMIST姿态数据库
在我们测试中我们采取了UMIST人脸数据库的一部分，它有20个不同的人，每人10张图像。每个人的每个图像都是在不同的姿态和正常的表情下采集的。取出一个人的十张图像，只有八张用于训练，其余的两张用于测试识别率。图3a和3b显示了一个人的一组分别用于训练和测试的图像。在选择训练和测试图像时，测试这两个算法的测试图像的头部姿态角，要在训练图像头部姿态角度以外。在这个选择的训练图像和测试图像下，PCA算法和分块PCA方法可能表现不佳，但是我们的目标是用训练图像头部姿态角度以外测试图像比较它们的性能。
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Fig. 3. Images of an individual used for (a) training and (b)
testing.




4.2 Yale表情和光照数据库
Yale 数据库有15个成人的165张图像，每个人11张图像。这些人脸图像面部表情和光照是变化的。这些图像有正常，悲伤，高兴，困乏，惊讶和眨眼的表情。也有光源在中心，左边，右边的图像。除了这些，还有戴眼镜与不戴眼镜的图像。取出一个人的11张图像，只有8张用于训练，其他的三张用于测试识别率。图4a和4b显示了一组一个人分别用于训练和测试的图像。训练图像和测试图像的选择以方便比较两种方法的表现，其中测试图像光照不均匀，有局部遮挡。
[image: image246.jpg](a)
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Fig. 4. Images of an individual used for () training and (b)
testing.




我们还进行了一些实验，从每个人的11张用于训练和测试识别率图像中留出一幅图像。重复11次，每次留下不同的图像。这种测试去掉一个的测试在本文的下面将会提及。
5测试结果
我们测试了不同数量特征向量的PCA和分块PCA算法的性能。考虑到更多的特征向量将会提高识别率，然而计算成本增加是与特征向量的数量呈线性关系。图5显示了在不同数量特征向量下PCA和分块PCA的识别率。图5所示的是通过使用Yale人脸数据库留下一个测试的结果。阀值不能用于此测试，因为没有拒绝，只有正确识别或错误识别。也可以从图5中观察出来，随着
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的增加，PCA和分块PCA的识别率都在增加，其中当
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>30时，识别率没有多少提高。当N=4，16,64,256，和1024已经观察到了类似的结果。分块PCA的结果也已与Pentland等人（1994）所描述的分块特征空间进行了比较。据观察分块PCA算法提供了更好的识别率，它不需要检测特定部位如眼镜，鼻子和嘴。
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在本文余下的部分的测试都是在
[image: image250.wmf]'
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下进行试验的即特征向量对应着协方差矩阵20个最大特征值。我们测试的目的是用姿态和光照变化的人脸图像比较两种算法，
[image: image251.wmf]'
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的变化将会对两种算法有相同影响。如图5所示，因此只有前20个特征向量在测试中被考虑。
当子图大小是小于或等于4*4（N>=256），可以从协方差矩阵得到的特征向量的数量将小于20，因此协方差矩阵大小小于或等于16*16。对于
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的特征向量是被考虑的。例如当N=256时，16个特征向量是被考虑的。对于N=4096，该算法逐像素降低了训练图像和测试图像的像素值。我们使用PCA方法和模块PCA方法重构测试图像。在PCA方法下，图像重构为
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测试图像使用分块PCA方法以类似的方式重构如下：
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[image: image255.png](a) (b) (©)

Fig. 6. (a) Reconstructed image using PCA method for a test
image from the UMIST database, (b) original image from the
UMIST database, and (c) reconstructed image using modular
PCA method at N =4 for a test image from the UMIST
databa





[image: image256.png]@ (b) ©

Fig. 7. (a) Reconstructed image using PCA method for a test
image from the Yale|database, (b) original image from the Yale
database, and (c) reconstructed image using modular PCA
method at N = 4 for a test image from the Yale datab:





图6和图7显示了来自UMIST和Yale数据库测试集的一张人脸图像使用这两种方法的重构图像。在这个图中，分块PCA方法重构的图像与PCA方法重构的图像有明显的区别。
5.1 姿态变化的结果
在这个实验中，我们使用UMIST数据库图像比较两种方法在大范围姿态变化下的识别率，错误识别率和错误拒绝率。训练和测试图像按照4.1节所讲进行选择。此外，我们从4到4096改变N，观察N对人脸识别的影响。由于数据库中所有图像的大小都是64*64像素，N最大可以取到4096，即一个子图就是一个单个像素。图8显示了分块PCA方法在N变化下的识别率，虚假识别率和错误拒绝率。对于PCA，它的识别率为0.3，虚假识别率为0.625和错误拒绝率为0.075.
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Fig. 8. Recognition, false recognition and false rejection rates
of the modular PCA method for different values of N. For PCA
the respective rates were 0.3, 0.625 and 0.075.




从结果我们注意到，分块PCA方法在N=4和16有稍好的识别率和虚假识别率，但传统的PCA方法有稍小的错误拒绝率。因此该方法在变化的姿态条件下，相比于PCA方法没有显著地改善。
5.2表情和光照变化下的结果
在这个试验中，我们使用Yale数据库中的图像比较了在表情和光照巨大变化下，两种方法的识别率，虚假识别率和错误拒绝率。训练图像和测试图像按照4.2节所述进行选择。像以前一样，我们变化N从4到4096，以观察它对人脸识别的影响。图9显示分块PCA方法在N变化下的识别率，虚假识别率和错误拒绝率。对于PCA而言，识别率为0.44，虚假识别率为0.3和错误拒绝率为0.24。
第二组实验是通过取出一个测试进行的。分块PCA方法得到结果如图10所示。对于PCA而言，识别率为0.48，虚假识别率为0.36和错误拒绝率为0.16。
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Fig. 9. Recognition, false recognition and false rejection rates
of modular PCA method for different values of N. For PCA the
respective rates were 0.44, 0.31 and 0.24.
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Fig. 10. Recognition, false recognition and false rejection rates
of modular PCA method for different values of N. For PCA the
respective rates were 0.48. 0.36 and 0.16.




我们可以从实验结果观察到分块PCA方法在N=4,16和64各方面完全优于PCA方法。然而，在N=16时可以获得最好的结果。在N=16时，使用PCA和分块PCA重构一张测试图像。重构的图像显示在图11，第一张图像是使用PCA方法得到的重构图像，第二张是原始图像，第三张是采用分块PCA在N=16获得重构图像的串联。
[image: image260.jpg]Fig. 11. Reconstructed images for a test image with varying
illumination using the PCA and modular PCA method.




在光照变化条件下，基于PCA的方法不是非常有效。因为它考虑了每幅图像的全局信息，并使用一组权重表示它们。在此条件下，测试图像的权重向量非常不同于正常光照下训练图像的权重向量，因此很难正确的辨识它们。对于分块PCA而言，可以观察到巨大改进。因为人脸图像被分成较小的区域，并计算每个区域的权重向量。因此权重向量将会具有更多的人脸本地信息。因此，在光照变化时，人脸区域的权重不会受到变化的光照的影响，紧密与在正常情况下同一个的人脸区域权重相匹配。在这个实验结果观察到使用分块PCA取得了更好的识别结果。
6 结论
分块PCA方法已经提出了。它是在人脸识别领域使用PCA方法的一个改进。分块PCA方法在大范围光照和表情变化下的性能优于PCA方法。
对于大范围的姿态变化，分块PCA的性能还没有什么重大改进。对于人脸识别，分块PCA方法可以作为PCA方法的一种替代。特别是，在识别系统受到大范围光照和表情变化时，分块PCA方法非常有用。
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三、源程序
mian.m

clear all
clc
close all
TrainDatabasePath = uigetdir('D:\software\matlab1\bin\PCA_based Face Recognition System\TrainDatabase', 'Select training database path' );
TestDatabasePath = uigetdir('D:\software\matlab1\bin\PCA_based Face Recognition System\TestDatabase', 'Select test database path');
prompt = {'Enter test image name (a number between 1 to 24):'};
dlg_title = 'Input of PCA-Based Face Recognition System'; 
num_lines= 1; 
def = {'1'};
TestImage  = inputdlg(prompt,dlg_title,num_lines,def);
TestImage = strcat(TestDatabasePath,'\',char(TestImage),'.jpg'); 
im = imread(TestImage);
T = CreateDatabase(TrainDatabasePath); 
[m, A, Eigenfaces] = EigenfaceCore(T);
OutputName = Recognition(TestImage, m, A, Eigenfaces);
SelectedImage = strcat(TrainDatabasePath,'\',OutputName);
SelectedImage = imread(SelectedImage);
subplot(1,2,1)
imshow(im)
title('Test Image');
subplot(1,2,2)
imshow(SelectedImage);
title('matching Image');
str = strcat('Matched image is :  ',OutputName);
disp(str)
CreateDatabase.m

TrainFiles = dir(TrainDatabasePath);
Train_Number = 0;
for i = 1:size(TrainFiles,1)
    if not(strcmp(TrainFiles(i).name,'.')|strcmp(TrainFiles(i).name,'..')|strcmp(TrainFiles(i).name,'Thumbs.db'))
        Train_Number = Train_Number + 1;
    end
end
T = [];
for i = 1 : Train_Number
    str = int2str(i);
    str = strcat('\',str,'.jpg');
    str = strcat(TrainDatabasePath,str);
    img = imread(str);
    img = rgb2gray(img);
    [irow icol] = size(img);
    temp = reshape(img',irow*icol,1);
    T = [T temp];
end
EigenfaceCore.m
function [m, A, Eigenfaces] = EigenfaceCore(T)
m = mean(T,2);
Train_Number = size(T,2);
A = [];
for i = 1 : Train_Number
    temp = double(T(:,i)) - m;
    A = [A temp];
End
L = A'*A;
L=1/36000*L;
[V D] = eig(L);
L_eig_vec = [];
  temp=[];
for i = 1 : size(V,2) 
    temp =[temp  D(i,i)];
    if( D(i,i)>100)
       L_eig_vec = [L_eig_vec V(:,i)];
    end
end
temp; 
Eigenfaces = A*L_eig_vec;
Recognition.m
function OutputName = Recognition(TestImage, m, A, Eigenfaces)
ProjectedImages = [];
Train_Number = size(Eigenfaces,2);
for i = 1 : Train_Number
    temp = Eigenfaces'*A(:,i);
    ProjectedImages = [ProjectedImages temp]; 
End
nputImage = imread(TestImage);
temp = InputImage(:,:,1);               
[irow icol] = size(temp);
InImage = reshape(temp',irow*icol,1);
Difference = double(InImage)-m;
ProjectedTestImage = Eigenfaces'*Difference;
Euc_dist = [];
for i = 1 : Train_Number
    q = ProjectedImages(:,i);
    temp = ( norm( ProjectedTestImage - q ) )^2;
    Euc_dist = [Euc_dist temp];
end
[Euc_dist_min , Recognized_index] = min(Euc_dist);
OutputName = strcat(int2str(Recognized_index),'.jpg');
p
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