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I

摘  要

人脸识别技术是基于生物特征的识别方式 ，与指纹识别等传统的识别方式相比，

具有实时、准确和非侵扰等特性，较容易被用户接受，因此人脸识别技术在诸多领域

都有广泛的应用。人脸识别技术中的人脸特征提取及模式识别是近年来基于生物特征

研究的热点之一。

本文从构建一个动态的人脸识别系统着手，讨论了整个构建工作的流程，对各环

节所需的技术、算法作了介绍和研究。其中包括通过多媒体设备获取视频序列流、在

图像中检测人脸、对人脸图像进行预处理后提取脸部特征、最后进行模式分类识别。

整个过程所作的具体工作如下：

 (l) 阐述了人脸检测及预处理的重要性，介绍了几种图片预处理的方法，包括尺

度归一化，灰度归一化，直方图均衡化等，并运用小波分解过滤出人脸图片中含有较

稳定特征的低频部分用于特征提取。

（2）讨论了三种基于统计特征的特征提取方法，即 PCA（主成分分析方法）﹑LDA

（Fisher 脸方法）﹑KPCA（核主成分分析方法）。分别阐述了这三种特征提取方法的

主要思想，介绍了各自的算法流程及实现方法，并对各自的优缺点及适用环境进行了

总结和分析。

（3）分析了支持向量机方法，探讨了线性和非线性支持向量机的原理及实现方法，

讨论了如何获取较好的核函数，另外介绍了支持向量机如何实现用 SVM解决多分类问

题。

(4)由文中讨论的各种特征提取和分类方法进行了大量的实验，并获取了相应的实

验数据，对前文总结的各种方法的特点及优缺点进行了对比和验证。根据人脸识别系

统流程以及具体算法搭建了一个由摄像头获取视频流的动态人脸识别系统。测试了多

个角度，多种障碍物，多种表情等外界条件干扰下各种算法的识别精度及效率，并对

实验结果进行了归纳和总结。

关键词:人脸检测；人脸识别；PCA； KPCA； 支持向量机
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Abstract

Face recognition technology is based on biometric identification methods such as

fingerprint recognition and identification of the traditional methods, with real-time, accurate

and non-intrusive, such as features, making it easier for people to accept, the face recognition

technology in many fields and have extensive applications. Face Recognition Technology

Face feature extraction and pattern recognition in recent years based on the biological

characteristics of one of the hot spots.

In this paper, to build a dynamic face recognition system to proceed to discuss the entire

process of building a work of the various sectors of the technology required, the algorithm

was introduced and studied. Including through multi-media equipment to obtain video stream.

Detection in face images, face images of people after pretreatment facial features in advance,

the final classification model. Made the whole process work as follows:

(l) first proposed a face detection and the importance of pretreatment on the

concentration of image pre-processing methods, including scale normalized, normalized

gray-scale, histogram equalization, and the use of wavelet analysis to filter out people face of

the low-frequency part of the picture.

(2) described in detail based on statistical characteristics of the three feature extraction

methods, namely, PCA (principal component analysis) ﹑ LDA (Fisher face method) ﹑

KPCA (Kernel Principal Component Analysis).

(3) Introduced a support vector machine method, discussed how to obtain a better kernel

function, and introduced the support vector machine how to use SVM multiclass

classification problem to solve.

(4) In this paper, the system processes, methods and specific algorithms to build a

camera recorded images of the dynamic face recognition system. Test a number of point of

view, a variety of obstacles, a variety of expression conditions such as interference with the

outside world under a variety of algorithms to identify the accuracy and efficiency, and

experimental results are summarized and concluded.

Keywords: Face Detection; Face Recognition; PCA; KPCA; Support Vector Machine
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第 1章 引言

1.1研究的背景与意义

随着网络技术的飞速发展，在电子商务中数字产品占据了非常大的份额。在日常

生活中，人们可以方便快捷地借助网络获得图像，音频和视频等数字产品，并且，人

们可以利用各种各样的多媒体处理软件，因此多媒体数字产品成了解决我们现实问题

的主要帮手。从人脸识别技术逐渐进入研究者视线至今，已有接近四十年的历史。在

这些年里，人脸识别技术逐渐成为目前基于生物特征研究的一大热点，被诸多领域纳

入研究范围，其中包括模式识别、人机交互、人工智能等。与指纹识别等传统的识别

模式相比，人脸识别的非侵扰性，快速便捷等特性都较容易使被识别者接受，因此人

脸识别技术在商业，安全，出入控制等诸多领域得到了广泛的应用。人脸识别就是利

用各种各样的多媒体设备，通过这些媒体设备和处理软件获取实时的图片输入流，然

后再经过各种算法对图像进行人脸的检测、人脸的识别以及分类，最终判定识别的结

果并计算精度等。

人脸识别技术是基于生物特征的识别方式[1]，所谓生物特征识别，就是利用人类

自身所拥有的、并且能够唯一标识其身份的生理特征或者行为特征进行身份验证技术。

一般意义上生物特征分生理特征和行为特征两种。由于生物特征的多变性，背景的多

样性以及环境的复杂性等因素，人脸识别技术发展的道路上存在着很多难关，如提高

系统的鲁棒性、提高算法的泛化能力、增强抗干扰能力等。早期的人脸识别技术仅限

于条件充分的情况，即满足没有各种外界干扰、没有任何饰物阻挠也没有表情影响等

苛刻条件下，能获得很好的识别效果；这些年来这样的情况有了变化，由于对人脸识

别技术的研究日益深入，研究团队也日益精良，所以新的更高质量的算法层出不穷，

而一旦有一种处理方法问世，就会有更多研究者对它进行研究和改进，以获得更好的

识别和匹配效果，所以目前这个技术的发展状况已达到可以实时地对人脸进行操作[2]。

由于这种方法是直接地通过多媒体设备进行，不通过网络，可以排除网络的各种不安

全因素，如截取修改，获取到本地后修改等，所以在很多特定领域都有极高的实用价

值，如安全领域。

目前的人脸识别方法主要是通过从视频流的图像中提取稳定的特征量，随后通过
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一定的算法对它们进行分析匹配，提取出的较稳定的特征量，将得到的特征量与待识

别图像中提取的特征量进行比较，以此来判断二者是否匹配。由此可以看出，人脸识

别系统中最关键的就是人脸特征提取和模式识别这两个模块，好的特征提取方法可以

将非线性特征转换到高维空间实现线性分类，如 KPCA 算法，这样可以简化后面的分

类工作，达到更好的模式识别效果。同样，好的分类器也可以简化前一个特征提取步

骤，降低这个步骤的计算复杂度和减少计算量。所以这两个模块是相辅相成又相互制

约的。

1.2现实情况和进展速度

在人脸识别技术发展的最初阶段，识别方法相对单一，主要就是通过简单的脸部

特征和可以唯一表示个体特征的指纹相结合来进行识别，这个方法需要工作人员的全

程跟踪以及被识别者的配合，因此在这一阶段的识别过程几乎全部依赖于操作人员，

这显然不属于自动识别系统的范畴，存在着很大的限制，实现起来很不方便，也满足

不了使用者的要求。由于这些限制，很多对此技术感兴趣的研究者对这个方法进行了

改进，思路就是利用人脸中相对比较稳定的某些特征比例来进行对人脸的检测和识别

匹配，这一个时期使用的是欧式距离法来表示人脸中比较稳定的比例，比如眉眼之间，

嘴鼻之间，额眉之间等，人脸特征中的这些比例值比较不受外界各种因素的干扰，即

使年龄变化比例的调整也相对比较小[3]。由于这些比例的稳定性，这个时期的技术获

得了一定的发展，识别的效率和精度都得到了很大程度的提高，但由于这个方法的前

提是必须准确地提取各种人脸的特征比例，也需要有操作人员才能保证精确地完成提

取工作，仍然摆脱不了人的干预，而且需要利用操作员的某些先验知识，所以还是有

很多缺陷。最近这些年里，由于网络及各种网络技术的快速发展，真正多侧面、系统

的，实时的检测系统才开始初见端倪。已经实现了的性能优良的识别系统基本上是使

用了以下几种识别方法：几何识别方法，代数识别方法和连接机制识别方法。这些方

法很大程度上促进了人脸识别技术的发展，也使人脸识别技术被应用于很多领域，比

如监控系统，缉凶，寻人等，具有很大的实际意义和用途。

1.3人脸识别的开放性问题和技术趋势

1.3.1人脸识别的难点
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经过近四十年的发展，人脸识别技术有了很大程度的发展。目前最优的系统识别

率在样本数字比较大的情况下可以达到 96%以上，错误验证率也控制在了 3%以下，

但这种性能的系统并不能看作是真正最优的系统，也不能说明这个技术已经很完美，

技术在进步但是使用者的要求也越来越高，他们希望识别系统的效率能越来越高，识

别精度能越来越好，所以这个技术的精进也迫在眉梢。如 1.1 节提到的，这个技术的

精进道路上存在着很多难题，这些难题现在还没有得到很好的解决，比如不同年龄的

人，脸部的特征会由于皱纹、松弛、眉色、发色发生一些变化，虽然变化不是很大，

但对检测和识别匹配的结果存在着很大的影响；不同的阳光或是灯光的照射也会使特

征提取的过程受到很大的限制，直接对最后的识别结果产生很大的影响，本文第五章

通过实验获得的实验数据可以清楚地证实这一点；不同环境下人们的穿着打扮也会影

响人的脸部特征的获得，比如之前不戴眼镜的戴上眼镜，遮住了重要的眼部特征，不

同的留刘海状况会改变所提取的额头信息等；不同的姿势获取角度也是必然会影响结

果的；现在整容技术越来越普及和发达，这个技术的发展也对我们提取人的脸部特征

产生很大的阻碍，对结果也是有致命的影响[4]；以上都是自然和人自身条件变化对识

别结果的影响，另外还有些科技上的影响也不能被我们忽视，比如多媒体设备选取的

不同，这个会影响对源文件的识别；还有技术实现过程中使用的算法本身就不是完美

的，或多或少存在着缺陷，所以克服这些不足也是在精进人脸识别技术过程中必须要

尽力去做的。

另外，由于现实生活中识别环境很复杂，而且干扰因素不可预测，人脸识别技术

面临的更大的难点是以上列举出和未列出的各种难题从来都不是单独出现的，一般情

况下这些干扰都是结伴出现，现实生活中很多识别环境都是同时满足以上很多项难点

特征，所以如何精湛识别进程，强化识别算法以有效地分离和解决各种难题，融合所

有方法的优点以解决相互融合的干扰等，需要我们做的工作还有很多，精进的道路也

还很长。

1.3.2趋势

难题虽然很多但我们必须步步为营，个个击破以达到我们的目的。现在整体技术

领域的努力方向大致是找到更好的算法或是减少算法本身的不足来提高识别的效率和

精度。另外可以通过提高整体多媒体设备的性能来提高获取高质量的源文件的能力，

使识别过程在运行初期就能奠定很好的基础；最后就是要深层次地摸索能够更好识别



人脸识别技术及其应用

4

人脸的技术模型，现在这些技术和模型也都在研发过程中[5][6]。（如图 1.1所示）。

图 1.1 技术发展大致方向

总体的识别过程[7]如图 1.2所示。

图 1.2 识别过程

如图所示，识别过程的第一步是通过多媒体设备获取源图像，通过人脸检测方法

得到有人脸的图像并对该图像进行一定的预处理，如归一化、小波分解等；通过预处

理后的图像保留了人脸最本质、对特征提取最有利的部分，滤去了外界的部分干扰因
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素，如光照、饰物等。然后选定一种特征提取算法对该预处理过的图像进行特征提取

的步骤，最后根据与测试图像的比对来获得匹配结果。

1.4所做工作及内容安排

本文从构建一个动态的人脸识别系统着手，讨论了整个构建工作的流程，对各环

节所需的技术、算法作了介绍和研究。整个过程所作的具体工作如下：

 (l)首先阐述了人脸检测及预处理的重要性，介绍了几种将获取的源文件进行初步

的预处理的方法，包括尺度灰度归一化，直方图处理等，并加入了小波分解过滤出人

脸图片中的低频部分，对待识别的图片进行一次或二次的小波变换分离出不易受各种

外在条件干扰的低频子图片。然后再对该子图片进行特征提取，这样可以提高识别系

统的抗干扰能力，提高识别精度。

（2）详细介绍了三种基于统计特征的特征提取方法，即 PCA（主成分分析方法）

﹑LDA（Fisher 脸方法）﹑KPCA（核主成分分析方法）。列出了个算法的实现步骤以

及实验结果。总结可得出，KPCA相对于 PCA各有优缺，PCA易实现，计算量相对较

小；KPCA 更适合处理非线性问题，但也存在一些问题，如计算量大，有的核函数矩

阵灵敏度太高，不易得到好的结果等。LDA 方法是在 PCA 方法的基础上找到一个由

最大类间和类内距离比的模式样本的最佳鉴别向量空间，即最终实现将样本的线性分

离。各种实验表明，KPCA 具有比前两种方法更优的识别能力，它的识别率更高，但

它仍存在计算量过大等问题。

（3）介绍了支持向量机方法，并分别介绍了线性和非线性支持向量机的原理及实

现方法，讨论了如何获取较好的核函数，另外介绍了支持向量机如何实现用 SVM解决

多类分类问题。

本文的篇幅安排:

第 1 章 介绍课题的研究背景、意义以及发展中遇到的和亟需解决的困难，介绍了

本文的主要工作和篇幅。

第 2章 介绍动态人脸检测技术。包括动态检测方法和图片的预处理过程。

第 3 章 详细阐述了基于统计特征，即代数特征的三种人脸特征提取方法及其实现

算法，论述了他们各自的优缺点。

第 4 章 研究了支持向量机用于人脸分类操作的方法。

第 5 章 主要系统的实现与对实验结果进行分析。
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第 2章 动态人脸检测技术和人脸识别的预处理

2.1 动态人脸检测技术

检测运动中的人的脸部特征是根据早期检测图片，照片之类的静态图片技术发展

而来的，主要是根据摄取到的各个角度的动态特征和一些实用的运动框架来达到检测

动态特征的目的[8]。这项技术有个很重要的特点就是检测的量大，因为要获得高质量

的识别效果就必须综合多张视频序列流中的图片，以提取比较鲜明稳定的特征用于识

别匹配。这个特点对算法的检测速度提出了很高的要求，因为实时检测是没有时间缓

冲的，如果速度过慢，就只能获取少量而且是间断的源图片，不能很好地描述被识别

者的人脸运动轨迹和角度，这样就会对最后的识别匹配结果产生影响，甚至无法识别

[9]。基于知识的人脸检测方法就可以快速的对人脸进行检测[10]。人脸识别技术发展初

期的检测方法因为是基于静态图片的，所以只对识别的精度非常关注，对效率没有很

高的要求。而现在的识别系统一般是基于动态人脸提取，对效率的要求相当高，同时

又不能降低精度，所以难度非常大[11]。如何同时提高识别匹配的最初获取效率和最终

实现精度是我们必须努力的方向。目前所使用的方法主要是利用获取的源文件的运动

信息，将物体从背景和其他的一些干扰、障碍物中分离出来单独识别匹配。该信息的

分离主要有以下两种方法[12,13]：

 (l)光流法

光流法是以高计算复杂度和低抗噪性的代价来换取检测较大帧之间位移的方法。

这种方法通过利用物体运动的光流动信息来判断是否有人脸出现在图片中，由于它的

计算复杂度相当大，所以需要很强大的硬件条件做支持，而且很难做到实时检测，另

外抗噪效果也不佳，所以很难满足现代技术发展的要求。

 (2)帧间差分法

帧间差分是判断两幅邻帧之间的变化，通过两帧之间的变化来判断是否有人脸图

像出现在这两帧里，主要使用所判断图像的灰度值以及计算阈值来获得这两帧之间的

变化。具体算法如下：

二值差分图 D(x,y)，表示是第 k帧 ),( yxfk 和第 k+1帧 ),(1 yxfk + 之间的变化。
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=),( yxD


 >−+

others
Tyxfyxfif kk

0
),(),(1 1 (2-1)

其中阈值为 T。为 0 的情况是稳定的部分反之为 1 的部分就是我们需要判断的运

动的部分。

由于这种方法存在一些缺陷，所以有些对该技术感兴趣的研究者对该技术做了些

改进，改进思路主要是由原来的两帧判断增加到利用三帧进行判断，计算式如下：

),( yxD =


 >−>− +−

others
TyxfyxfTandyxfyxfif kkkk

0
),(),(),(),(1 11  (2-2)

2.2 人脸识别的预处理

2.2.1样本的标准化操作

由于人脸识别的源文件都是由多媒体设备采集到的，而目前的多媒体设备采集的

源文件一般都为彩色 RGB图像，人脸识别技术也可以对彩色图像进行很好的人脸检测

和跟踪[14,15]，但由于我们所使用的 PCA 算法需要的是灰度图像，所以必须将我们所获

取的彩色 RGB图像转换为灰度图像，所使用的公式如下（（2-3）所示）：

)()( BGRBGR WWWBWGWRWGray ++++=

BGRGray ×+×+×= 11.059.030.0 (2-3)

转换为灰度图像后，为了使检测图像和对比图像能很好地统一，便于识别和匹配，

下一步就必须对图像进行预处理，主要有以下几种方法：

1. 尺寸归一化

由于我们获取的图像不一定跟我们所比对的人脸库中的图像尺寸一致，所以在识

别前期就必须将获取的图像尺寸转换成对比人脸库中图像的尺寸，具体方法如下：

设原始样本图像为 QPyxF ×)],([ ，图像 Width和 Height分别为 P和 Q，尺寸归一化

后为 HWyxG ×)],([ ，试验中人脸样本取W=92，H=112(ORL库中直接规定)；尺寸归一化

后，源图像与符合规格图像的对应比例为：

),(),( yx ryrxFyxG = (2-4)

x和 y方向的尺度变换因子为 xr 和 yr ，它们的值分别是： xr = HQ ， WPry = ；
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因为 xrx yry 的取值一般情况下为小数，所以必须对 F( xrx , yry )值进行估计。对于

固定 ),( yx ，令：

1,0,
0

0 <∆∆≤




∆+=
∆+=

yx
yy

xx

yry
xrx

(2-5)

里面 x0、y0的值分别为:




−=∆=
−=∆=

,
],[
],[

00

00

yryryy
xrxrxx

yyy

xxx
可得：

)1)(1)(1,1()1()1,(
)1)(,1(),(),(),(

0000

000000

yxyx

yxyxyx

yxFyxF
yxFyxFyxFyxG

∆−∆−+++∆−∆++

∆∆−++∆∆=∆+∆+=
   (2-6)

2. 直方图均衡化

直方图表示的是待检测图片中所有像素点的亮度值及其分布，依此也可以判断整

张图片的亮度主要集中在哪些区域，哪些范围。如图 2.1所示。

图 2.1 原始的直方图

一般的灰度图亮度主要集中在几个范围，整张平面上的灰度分布并不平均，有的

亮度值在整张图里所占的比例很大，有的亮度值可能在整张图里都没有相应的像素点。

因此直方图均衡化的作用就是将所有的灰度值平均分布到各个区域，削减占有比例很

高的灰度值同时填补占有比例很低甚至没有的灰度值，这种方法可以部分减少阳光，

灯光等光源对脸部不同角度的照射而引起的特征提取困难。图 2.2 为直方图均衡化后

的直方图。
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图 2.2  均衡化后直方图

对于数字图像， kN 为第 k级灰度的出现的频率值：

1,2,1,)(]1,0[)(
00

−===∈ ∑∑
==

GLkip
N
N

EkH
k

i

k

i

k (2-5)

式中， kN 为灰度级为 k的像素数，N为图像中总的像素数。可得到直方图

变换函数：

            ∑∑
==

==
k

i

k

i

k ip
N
N

kH
00

)()( (2-6)

因此 H(k)∈E[0,1]，且 H(k)在区间[0,1]内单调递增。

在这篇文章里，我们采用的统一化公式如下：

设统一化后图像的均值为M 0，方差为 v 0，经过统一化变换后的一个随机坐标（i，

j）的像素点的灰度值设为 N 0 (i,j)，N((i,j)为源人脸图像的灰度值，v 和 M 为源人脸图

像的方差和均值。

由于有

[ ]
 v

M-j)(i, N

0

00 = [ ]
v

M-j)N(i, 2

(2-7)

所以

N 0 (i,j)= M 0 + vMjiNv /)),(( 2
0 −     N(i,j) ≥ M (2-8)

N 0 (i,j)= M 0 - vMjiNv /)),(( 2
0 −     N(i,j)< M (2-9)



人脸识别技术及其应用

10

2.3 小波分解用于人脸识别

小波，实际上就是一种以一种很小的“波”的函数表达，很小的意思是在 0 附近定

义，其余的区间很快衰减到零。经过平移，伸缩，形成很多个这种函数，利用这些小

的“波”,可以表示某一个函数[16]。伸缩，造成了小波函数使用时的分辨率的效果。举个

例子，从远处看一个人，只有轮廓，分辨率低，走近一些，分辨率提高，就能更清楚

地看到这个人的特征。对函数的小波分解，就是这种带有分辨率效果的分解。函数被

分成很多部分，这些部分分为低频的部分,也就是函数的大致轮廓，高频部分，也就是

函数的细节部分。图像，也可以看作是一个函数。对图像做过小波变换之后，低频的

部分和原来的图像很相似，但少了细节，因为细节都在高频部分，经过小波变换后就

可以被过滤。这个特性可以过滤掉外界因素对人脸的干扰，留下最本质的部分供后面

的算法运算。所以在提取人的脸部特征之前先进行小波变换可以提高特征提取的质量，

有利于提高识别的效率和精度[17]。

另外可以根据要处理图像的分辨率来判断是否进行多次小波变换，如果分辨率较

低则只适合进行一次小波变换。图 2.3 、图 2.4 分别为一维和二维的小波分解的示意

图

图 2.3 一维小波分解              图 2.4 二维小波分解

其中 LL 就是指的图像的低频部分，也就是人脸的比较本质、相对稳定的特征，而

其他三个部分则分别代表人脸其他比较容易受干扰的部分，识别过程中我们不予采纳。

小波分解可以实现对图像的降维处理，并分离出图像中不易受表情等外界因素干扰

的低频部分用于识别。对于处理彩色图像，小波分解方法也有很好的获取低频信息的
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效果[18]，但由于本文中使用的基于代数特征的特征提取方法，这种类型的特征提取方

法是对灰度图进行特征提取，所以必须先将图像进行灰度归一化处理后在进行小波分

解获取人脸的稳定特征。

2.4 本章小结

本章主要介绍了两种人脸检测方法，即光流法和帧间差分法，其中光流法是利用

物体运动的光源信息来对图像中是否存在人脸进行检测，这种方法对硬件要求极高，

检测速度较慢。帧间差分法是较实用的一种方法，主要是利用两帧之间的差值变化来

判断是否存在人脸。另外介绍了几种对图像进行预处理对方法，包括归一化方法（灰

度、尺寸）、直方图均衡化方法以及小波分解方法。小波分解方法是通过小波变换来过

滤图像中有较多干扰信息的高频部分，留下特征比较稳定的低频部分信息来进行特征

提取。
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第 3章 人脸图像的特征抽取

人脸识别的基础是特征提取，如何提取出有效的特征用于后期的识别匹配，对于

提高人脸识别的效率和精度至关重要。目前的特征提取方法主要有三大类，基于几何

特征的，基于代数特征的和基于连接机制的人脸的特征提取方法[19]。本章介绍的三种

方法都是基于代数特征的人脸特征提取方法。其中 PCA 算法是一种降维算法，其实质

是过滤图像中的高频干扰信息，留下比较本质的，识别效果较好的低频部分特征信息

来提高识别匹配的效率。但高频部分的一些有效信息也同时被过滤，这样就降低了系

统的识别率。LDA 算法就是对 PCA 算法对高频部分提取的一种改进和补充，它的主

要目标是使样本的类间和类内离散度比值尽量大，使它们最大程度地分离以达到更好

的匹配识别效果。KPCA 算法是对 PCA 算法的一种非线性扩展，它主要是利用映射空

间，用非线性方法来提取人的脸部特征进行识别匹配。这种算法因为是将非线性特征

向高维空间进行映射，然后使用 PCA 算法，所以计算量相当大，这是它的一大缺点，

但它可以降低分类环节的设计难度作为补偿[20]。

3.1 PCA算法

对同一个体进行多项观察时，必定涉及多个随机变量 X1，X2，…，Xp，它们都带

有相关性 , 一时难以综合，图像就是这样。这时就需要借助主成分分析  (principal

component analysis)来概括诸多信息的主要方面。我们希望有一个或几个较好的综合指

标来概括信息，而且希望综合指标互相独立地各代表某一方面的性质。

任何一个度量指标的好坏除了可靠、真实之外，还必须能充分反映个体间的变异。

如果有一项指标，不同个体的取值都大同小异，那么该指标不能用来区分不同的个体。

由这一点来看，一项指标在个体间的变异越大越好。因此我们把“变异大”作为“好”的

标准来寻求综合指标。

3.1.1 主成分的一般定义

设有随机变量 X1，X2，…，Xp ，样本标准差记为 S1，S2，…，Sp。首先作标准化

变换我们有如下的定义：

(1) 若 C1=a11x1+a12x2+ … +a1pxp， ，且使 Var(C1)最大，则称 C1为第一主成分；
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(2) 若 C2=a21x1+a22x2+…+a2pxp， ，(a21，a22，…，a2p)垂直于(a11，a12，…，a1p)，

且使 Var(C2)最大，则称 C2为第二主成分；

(3) 类似地，可有第三、四、五…主成分，至多有 p个。

3.1.2 主成分的性质

主成分 C1，C2，…，Cp具有如下几个性质：

(1) 主成分间互不相关，即对任意 i和 j，Ci 和 Cj的相关系数

Corr(Ci，Cj)=0 i ≠ j

(2) 组合系数(ai1，ai2，…，aip)构成的向量为单位向量

(3) 各主成分的方差是依次递减的， 即

Var(C1)≥Var(C2)≥…≥Var(Cp)

(4) 总方差不增不减， 即

Var(C1)+Var(C2)+ … +Var(Cp) = Var(x1)+Var(x2)+ … +Var(xp) = p

这一性质说明，主成分是原变量的线性组合，是对原变量信息的一种改组，主成

分不增加总信息量，也不减少总信息量。

(5) 主成分和原变量的相关系数 Corr(Ci，xj)=aij =aij

(6) 令 X1，X2，…，Xp的相关矩阵为 R, (ai1，ai2，…，aip)则是相关矩阵 R的第 i个特征

向量(eigenvector)。而且，特征值 iλ 就是第 i主成分的方差， 即

Var(Ci)= li

其中 iλ 为相关矩阵 R的第 i个特征值(eigenvalue)

0...21 ≥≥≥≥ pλλλ

3.1.3 主成分的数目的选取

前已指出，设有 p 个随机变量，便有 p 个主成分。由于总方差不增不减，C1，C2

等前几个综合变量的方差较大,而 Cp，Cp-1等后几个综合变量的方差较小, 严格说来，

只有前几个综合变量才称得上主(要)成份，后几个综合变量实为“次”(要)成份。实践中

总是保留前几个，忽略后几个。

保留多少个主成分取决于保留部分的累积方差在方差总和中所占百分比(即累计贡

献率)，它标志着前几个主成分概括信息之多寡。实践中，粗略规定一个百分比便可决



人脸识别技术及其应用

14

定保留几个主成分；如果多留一个主成分，累积方差增加无几，便不再多留。

PCA的基础是 K-L变换，下面对 K-L变换作一个简单的算法介绍[22，23]：

设 X为 n维的随机变量，可以用 n个基向量的加权和，来表示 X：

∑
=

=
n

i
iiX

1
φα (3-1)

式中：α为加权系数，φ为基向量，此式还可以用矩阵的形式表示：

ααααφφφ Φ== T
nnX ),...,,)(,...,,( 2121    (3-2)

其中

),...,,( 21 nφφφ=Φ ， T
n ),...,,( 21 αααα = (3-3)

取基向量为正交向量，得：

=ΦΦ j
T

i



0
1

    
ij
i

≠
=j

(3-4)

由于Φ是由正交向量构成，所以Φ为正交矩阵，则

Φ T Φ =I (3-5)

将公式(3-2)两边都左乘上Φ T，得:

α = Φ T X (3-6)

则：

α = T
iΦ X (3-7)

我们希望向量α 的各个向量间互不相关，要保证α 的各个分量互不相关，需要取

决于选取什么样的正交向量集{ jΦ }。

设随即向量的总体自相关矩阵为：

R=E [ ]XXT (3-8)

将(3-2)代入(3-8)式，得

R=E [ ]XXT =E [ ]TT ΦΦαα = Φ  E [ ]XXT Φ T (3-9)

我们要求向量α的各个分量间互不相关，即满足下列关系:

E [ ]kjαα =




≠
=

ij
ijj

0
λ

(3-10)
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写成矩阵的形式是:

















nλ

λ

L

MOM

L

0

01

 = Λ (3-11)

则：

R = Φ Λ Φ T (3-12)

将上式两边都右乘上Φ，得：

R Φ  = Φ Λ Φ T Φ (3-13)

由于Φ是正交矩阵，则得：

R Φ = Φ Λ (3-14)

则：

R jΦ = Λ j jΦ (j=1,2,…, n) (3-15)

可以看出，λ i是 X的自相关矩阵 R的本征值， jΦ 是对应本征向量。因为 R是实

对称矩阵，其不同本征值对应的本征向量应正交。

自相关矩阵的求法简单地来说就是：如果有 n个数据，自相关矩阵是 n*n的方阵。

它的主对角线上都是 R(0)，主对角线旁边两个是 R(1)，然后再旁边两个是 R(2)，等等，

最右上角和最左下角是 R(N)。在上面的式子中 R(m)=[x(n)*x(n+m)]/n，m=0,1,2,....,n。

主要实现代码为：

R1=zeros(m,m);

    r=zeros(m,1);

    for mm=1:m

        for n1=(mm+1):m

       r(mm)=r(mm)+Z(n1)*conj(Z(n1-mm))/m;

        end

    end

    for l1=1:m

        for l2=l1:m

            R1(l1,l2)=r(l2-l1+1);

        end

    end
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    for l3=2:m

        for l4=1:l3-1

            R1(l3,l4)=conj(r(l3-l4+1));

       end

    end

3.2 LDA算法

3.2.1  LDA算法

LDA算法是线性鉴别分析的简称，也称为 Fisher鉴别分析。它是在 PCA算法的基

础上发展起来的，是对 PCA 算法的补充，它的原理是对 PCA 算法中过滤掉的高维特

征同样进行再次提炼，分析出里面有识别价值的信息用于后面的识别匹配过程。处理

方法是在找到一个合适的投影空间的基础上，将需识别的图像的高维特征空间投影到

这个空间上，然后获取识别所需的低维的信息用于识别匹配，它的优点在于可以改变

样本类间和类内的离散度，以更好地分离出我们所需的识别信息来进行匹配。它的数

据表述就是使类间和类内离散度的比值最大，即类间离散度尽量大、类内离散度尽量

小，这样就可以提取出最有价值的特征。其主要算法描述如下：

设有一个含有 N 个样本的集合 F，F 中每一样本 X 为 n 维向量，设模式类别有 c

个: cωωω ,,, 21 L ，每类有样本 n i个，它们的总体散度矩阵 S t (即总体协方差矩阵)、类

内散度矩阵 bS 和类间散度矩阵 wS 分别定义如下:

S b =∑
=

−−
c

1

T
00 ))()((

i
iii mmmmP ω (3-16)

S w = { }i
i

iii mmXEP ωω /)X)(()(
c

1

T∑
=

−− (3-17)

S t = S b + S w =E{ }T
00 )X)(( mmX −−  = ∑

−

−−
N

1

T
00 )X)((

i
mmX (3-18)

其中，P( iω )=n i /N为第 i类训练样本的先验概率， im =E{X/ iω }为第 i类训练样本

的均值， 0m =E{X}=∑
−

m

1
 

i

P( iω ) im 为全体训练样本的均值。
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Fisher鉴别准则函数定义为(19)式，另一等价的 Fisher鉴别准则函数由(20)给出:

J f (ϕ )=
ϕϕ
ϕϕ

w
T

b
T

S
S

(3-19)

J(ϕ )=
ϕϕ
ϕϕ

t
T

b
T

S
S

(3-20)

其中，ϕ为任一 n维非零列矢量。

要最大程度地分离样本，就必须是类间和类内的离散度比值最大，因此，如果 S w

是非奇异矩阵，最优的投影方向 W opt就是使得类间和类内的离散度比值最大的那些正

交特征向量。因此，Fisher准则函数定义为:

W opt = max  arg =
WSW
WSW

w
T

b
T

[ ]nw www ,...,,1 (3-21)

W opt是满足如下等式的解

S b W t = λ twWS (i=,2,⋯,m) (3-22)

也就是对应于矩阵 S 1−
w  S b较大的特征值λ i的特征向量。

3.2.2  PCA+LDA的识别方法

设 PCA方法得到的第 i类第 j个人脸向量的特征投影为 ),...,2,1;,...,2,1( CiSjpi
j == ，

每类的样本数为 S，训练样本总数为 C。

首先计算µ，即总样本均值，和各类样本的均值 iµ ，将各样本的图像减去对应

的类均值，即中心化各类训练样本:

iii xxXXXx µ−=∈∈∀ ,,  (3-23)

然后，将各类均值减去总样本均值:

µµµ −= iiˆ (3-24)

接下来组成一个数据矩阵，数据矩阵中的值为所有中心化的训练样本图像，并寻找这

个数据矩阵的正交基。我们使用的求取正交基的方法是 PCA 方法，设 U 为所求出的

正交基，将所有中心化的图像投影到这个正交基 U上。

i
T

i U µµ ˆ= (3-25)
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最后往 LDA的以下公式中代入以上所求得的参数:

(1) 求解类间集散度矩阵 BS 和类内离散度矩阵 wS

对于第 i类有:

∑
∈

=
iXx

T
i xxS (3-26)

则得到：

∑
=

=
C

i
iw SS

1

∑
=

=
C

i

T
iiiB PS

1

~~ µµ (3-27)

(2) 根据所求得的类间集散度矩阵 BS 和类内离散度矩阵 wS ，计算出Λ即广义特征值，

以及相对应的特征向量V

VSVS wB λ= (3-28)

(3) 特征向量的选取

将特征向量按照对应特征值从大到小的顺序进行排列，并仅保留前 C-1个特征向

量。与 PCA 方法一样，LDA 方法投影空间维数的选取依然需要通过实践检验才能确

定正交基保留的百分比。

(4)投影和分类

将原始图像投影到正交基 U 上，然后把得到的投影图像继续投影到 Fisher 基向量

W上。然后进行分类工作。

3.3核 PCA的人脸识别方法

3.3.1核 PCA算法

核 PCA算法又叫 KPCA算法，它是对 PCA算法的一种非线性扩展，它主要是利用

映射空间，用非线性的方法来提取人的脸部的特征进行识别匹配。由于这种算法是对

非线性特征进行向高维空间的映射，然后使用 PCA 算法，所以计算量相当大。但它可

以简化分类器的设计工作，因此也可作为补偿。

其算法步骤如下:
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1所要使用的人脸库数据

1, 2( , ,... )nX x x x=

2矩阵的点积的计算

( ( , )) , 1, 2...ij i j ijK k x x i j n=    =            (3-29)

∑∑∑
−−−

+−−=
N

mn
njmnim

N

n
njin

N

m
mjimijij IKI

N
IK

M
KI

N
KK

1
2

11

111 (3-30)

3计算
～

ijK 的向特征值 jλ 凡和特征向量 jv

4对所求的特征向量进行归一化处理

1 , 1, 2,...k
j

j

v j nα = =
λ

(3-31)

5测试样本对特征空间进行投影

∑
=

•=Φ•=
N

i
i

k
i

n
n xxkxVxkPC

1
)())(()()( α (3-32)

部分实现代码如下：

clear all;

close all;

t=0;

Variances=0.040;

k=0;

h=0;

Vsum=0;

for i=1:1:100

    t=t+0.01;

    x(i,1)=t;

    x(i,2)=t^2-3*t;

    x(i,3)=-t^3+3*t^2;

end

randn('seed',0);
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e=[0.1*randn(100,1),0.1*randn(100,1),0.1*randn(100,1)];

xe=x+e;

modelXe_normalization=zscore(xe);

Vmean=mean(xe(1:100,:));

Vstd=std(xe(1:100,:));

for m=1:1:100

    for n=m:1:100

        mediaVector=modelXe_normalization(m,:)-modelXe_normalization(n,:);

 KernelMatrix(m,n)=exp(-norm(mediaVector)^2/(2*Variances^2));

KernelMatrix(n,m)=KernelMatrix(m,n);

    end

end

ell=size(KernelMatrix,1);

In=ones(ell,ell)./ell;

centralKernelMatrix=KernelMatrix-KernelMatrix*In-

In*KernelMatrix+In*KernelMatrix*In;

 [U,S] = svd(centralKernelMatrix);

while(h<=ell)&&(Vsum<99)

    h=h+1;

    Vsum=Vsum+S(h,h)/sum(diag(S)) * 100;

end

k=23;

V=U(:,1:k);

L=S(1:k,1:k);

inverseL=diag(1./diag(L));
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sqrtL=diag(sqrt(diag(L)));

invesqrtL=diag(1./diag(sqrtL));

KernelMatrixFeature=invesqrtL*V'*centralKernelMatrix;

allKernelMatrixFeature=diag(1./(sqrt(diag(S))))*U'*centralKernelMatrix;

for i=1:1:100

    time(i)=i;

 modelT2(i)=KernelMatrixFeature(:,i)'*inverseL*KernelMatrixFeature(:,i)*10;

end

3.3.2 核 PCA算法的优缺点分析

KPCA 算法是基于非线性特征的提取，它可以提取到像素间的相关性特征信息，

图像中的高阶部分往往携带者部分细节信息，这些信息对于识别结果有着很大的帮助，

所以相比 PCA算法的完全线性提取，KPCA算法有更好的特征提取效果，同时 KPCA

算法也可以简化下一步的分类设计工作。但由于它属于非线性提取，所以投影的计算

复杂度相当大。

3.4 本章小结

本章中介绍了三种基于统计特征，即代数特征的特征提取方法，分别为 PCA(主成

份分析)方法、LDA（Fisher 脸）方法以及 KPCA(核主成份分析)方法。分析了这三种

方法的实质，列出了各自的实现流程、主要算法及部分实现代码。综合分析得出 PCA

方法是对图像进行去除相关性处理，然后对特征进行线性提取，这种方法适用于图像

的压缩与还原；LDA方法是对 PCA方法的优化和补充，主要是对 PCA 方法再进行一

次特征提取，可以获得相对更多的特征信息。KPCA方法是对 PCA方法的非线性扩展，

它直接对图像的非线性特征进行操作，由于非线性特征中也含有较多的人脸细节信息，

所以这种方法的识别效果比 PCA方法要好。
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第 4章 人脸特征的分类与识别

4.1支持向量机

4.1.1支持向量机简介

像如何利用一条直线将一个平面上的两类不同的点分开之类的分类问题，我们可

能无法在平面上将其完成，但是我们可以通过某种映射，将这些点映射到其它空间（比

如说球面上等），这样就有可能在另外一个空间中很容易找到这样一条所谓的“分隔

线”，将这些点分开。SVM 基本上就是这样的原理，SVM 的基础是 VC 维理论和结构

风险最小原理。它的主要优势体现在小样本、高维模式和非线性等方面，但是 SVM本

身比较复杂，因为它不仅仅是应用于平面内点的分类问题[21]。

支持向量机是一种机器学习方法，它的理论基础是统计学习理论。机器学习本质

上就是一种对问题真实模型的逼近（选择一个认为比较好的近似模型，这个近似模型

就叫做一个假设），但毫无疑问，真实模型一定是不知道的，既然真实模型不知道，

那么我们选择的假设与问题真实解之间究竟有多大差距，我们就没法得知。所以假设

的选择也带有先验性[22,23]。

SVM 的一般做法是：将所有待分类的点映射到“高维空间”，然后在高维空间中找

到一个能将这些点分开的“超平面”，这在理论上是成立的，已经通过实践证明，而且

在实际计算中也是可行的[24]。但是仅仅找到超平面是不够的，因为在通常的情况下，

满足条件的“超平面”的个数不是唯一的。SVM 需要的是利用这些超平面，找到这两类

点之间的“最大间隔”。

SVM 的基本原理里有两个重要的概念，一个就是上面说到的“最大分类间隔面”，

“最大分类间隔面”的优势在于可以提高 SVM 的“推广能力”，因为分类间隔越大，对于

未知点的判断会越准确，也可以说是“最大分类间隔”决定了“期望风险”，总结起来就

是：SVM 要求分类间隔最大，实际上是对推广能力的控制。另一个是关于“VC”维的

概念。VC 维（Vapnik-Chervonenkis Dimension）的概念是为了研究学习过程一致收敛

的速度和推广性，由统计学习理论定义的有关函数集学习性能的一个重要指标，它是

对函数类的一种度量，可以简单的理解为问题的复杂程度，VC维越高，一个问题就越
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复杂。正是因为 SVM 关注的是 VC 维，SVM 解决问题的时候，和样本的维数是无关

的，这使得文本分类之类的问题很适合用 SVM来处理。传统的定义是：对一个指标函

数集，如果存在 H个样本，能够被函数集中的函数按所有可能的 2的 K次方种形式分

开，则称函数集能够把 H 个样本打散；函数集的 VC 维就是它能打散的最大样本数目

H。若对任意数目的样本都有函数能将它们打散，则函数集的 VC维是无穷大，有界实

函数的 VC维可以通过用一定的阀值将它转化成指示函数来定义[25]。

另外，VC维反映了函数集的学习能力，VC维越大则学习机器越复杂（容量越大），

遗憾的是，目前尚没有通用的关于任意函数集 VC维计算的理论，只知道一些特殊函

数集的 VC维，例如在 N维空间中线形分类器和线形实函数的 VC维是 n+1。

4.1.2线性支持向量机

线性支持向量机是目前操作最简单，分类效果也很好的分类器形式，它的具体原

理及实现过程如下[27]：

图 4.1 为二维线性可分情况[46]，图中 H2 两边的为两类训练样本，它们之间的最近

距离越大，即这两类样本分得越开，最后的识别效果也就越好。如图就是 H1,H3之间

的距离越大越好。

图 4.1 线性可分线性超平面

给定有标识的训练样本集合( 1x , 1y ),…,( nx , ny ), ix ∈
nR , iy ∈{-1,1}是 ix 的标识。超

平面方程( w· x )+b =0满足：

( w· ix )+b ≥ 0 if iy =1

( w· ix )+b ≤ 0 if  iy =-1    (4-l)
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则分类函数就是 g(x)=( w· x )+b。将分类函数归一化，使两类所有样本都满足

)(xg ≥ 1(对扩展频谱进行了简单的介绍，然后对视频认证系统，视频认证技术，以及

视频认证的目标做了进一步介绍只要样本集是线性可分的，就可以做到这一点)，使离

分类超平面最近的样本的 )(xg =1，对扩展频谱进行了简单的介绍，然后对视频认证系

统，视频认证技术，以及视频认证的目标做了进一步介绍，这样分类的间隔就等于

w
2
，因此，使间隔最大等价于使 w 最小。要求分类线对所有样本正确分类，即满足:

iy [( w· ix )+b ]-1 ≥ 0, i =1,2,…, n (4-2)

SVM 分类器找到最优的超平面，可以正确分类数据点使每一类到超平面的距离最

大，不同推广性的 SVM分类器如图 4.2所示。

图 4.2 各种推广性能线性超平面的比较

因
w
1
为支持向量与超平面之间的距离， 

w
2
为支持向量之间的距离，则构造超

平面的问题就转换成求式(4-3)的最小值问题，同时必须受式(4-1)的约束。

)(wΦ = w 2 (4-3)

显然这就是一个二次规划问题，其最优解为(4-4)式 Langrange函数的鞍点：

L(w,b,a)=
2
1 w 2 -∑

−

+
N

1
)(

i
ii bwxyα +∑

−

N

i
i

1
α (4-4)

(a) 推广性能差
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由于 w和 b在鞍点处的梯度为零，则:

W= ∑
−

N

1i
iii xyα (4-5)

∑
−

N

1i
ii yα =0 (4-6)

由此可得到最优解满足:

iα (y i (wx+b)-1)=0 (4-7)

因为最终分类结果是由支持向量决定的。则 w可表示如下:

w= ∑
torSupportVec

iii xyα          (4-8)

将式(4-5)和式(4-6)代入式(4-4)中，，同时必须受式(4-9)和式(4-10)的约束，最大化式如

下(4-11):

iα ,0≥ i=1,2,…,n (4-9)

∑
−1i

iα y i =0 (4-10)

W(α )=∑
−

n

1i
α -

2
1 )(

,
ji

ji
jiji xxyy∑ αα (4-11)

如果 0α =( 0
1α , 0

2α ,…, 0
nα )为解空间的一个解，则 w的范数可以表示如下:

2w =2W( 0α ) ∑
torSupportVec

jiji yy00αα ji xx( ) (4-12)

式(4-11)中的目标函数 W(α )在处理线性不可分问题时的最大值将为无穷大。这个

问题必须得到解决，所以 Vapnik就引入非负的松弛变量 iξ ，将式(4-2)变为:

y i [ ]bxw i +• )( ≥ 1- iξ , iξ ≥ 0,i=1,2,…,n (4-13)

∑
i

iξ 是错分训练集中的向量数上界。将错误惩罚分量引入其中，式(4-2)就变为如

下形式:

)(),(
1

∑
−

=Φ
n

i
iQw ξξ + w 2 (4-14)

式中的可调参数 Q越大，将越严重地惩罚错误。

构造最优超平面的问题可分问题一样处理线性最小式(4-14)，同时必须受式(4-13)

的约束，其最优解为(4-15)式 Langrange函数的鞍点即为最优解，如(4-15)式:
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L(w,b,a)=
2
1 w 2 - { }i

i
ii bwxy ξα +−+∑

−

1)(
N

1

- ∑
−

N

i
i

1
iξµ (4-15)

其满足下式:

i

L
ξ∂

∂  = Q- iα - µ i =0 (4-16)

iα ( )( bwxyi + -1+ iξ )=0, i∀ (4-17)

iα , µ i , iξ ≥ 0, i∀ (4-18)

µ i , iξ =0, i∀ (4-19)

由上可得在(4-20)的约束下，最大化式(4-12)

0 ≤≤ iα Q,i=1,2,…,n (4-20)

若 iα ≤ Q,则 iξ 为零。b的值只需选择 i满足 0 ≤≤ iα Q即可求出。

在规范的超平面子集中，它的 VC维 h满足以下不等式:

h ≤ min( [ ]nR ,A22 )+1 (4-21)

4.1.3非线性支持向量机

非线性支持向量机是通过映射函数将特征空间映射到高维空间，然后再进行分类，

它的表示过程如下:

首先有高维空间 H，并将 x 映射到该空间中，映射函数为 HR N →Φ： ，设核函

数 K满足下式:

K(x i ,y i )= Φ (x i )• Φ (y i ) (4-22)

W(α ) =∑
−

n

1i
α -

2
1 { })()x(k ji

,

xk
ji

jiji Φ•Φ∑ αα

=∑
−

n

1i
α -

2
1 ) y, K(xk ii

,
∑

ji
jiji kαα (4-23)

f(x)= ∑ Φ•Φ
ectorpport

iii xy
VSu

)()x(α +b = ∑
ectorpport

jiii xxKy
VSu

),(α +b (4-24)
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4.1.4核函数的选择

模型选择得好的支持向量机才会拥有比较好的性能。选择好的模型无疑可以将特

征空间很好的分类，大大提高特征匹配的准确率；但如果模型选择得不好，不能将特

征空间很有效的分开，那么将会对后面的特征匹配造成很大的阻碍，更甚者使训练样

本完全无法匹配到对应的测试样本[28]。模型选择是指如何针对所给的训练样本，确定

一个比较合适的核函数。这个过程包含两方面的工作：一方面是核函数类型的选择。

以目前的技术，选择哪种核函数类型基本还是由经验来判定的，这就存在着隐患；另

一方面是通过选定的核函数类型后，通过该函数计算出各个相关的参数。常用的核函

数有以三种:

(1) 多项式核函数，如下：

k(x,y)=(x y• +1) d (4-27)

(2) 径向基核函数，如下：

k(x,y)=exp












 −
2

2

2
x

-
α

y
(4-28)

(3)神经元网络类型核函数，如下：

k(x,y)==tanh((x y• )+b) (4-29)

4.2多分类支持向量机

由于识别问题的复杂性，多分类问题用 SVM处理的方法主要有两种，一个是 1-V-

A 方法即一对多方法，另一个就是 1-V-1 即一对一的方法[29]，下面就会分别对两种方

法进行简单地介绍：

4.2.1 一对多多分类支持向量机

一对多多分类支持向量机算法是最早用 SVM解决多分类问题时所使用的方法。该

方法可以构造出 k个 SVM分类器，SVM分类器的构造方法如下：第 i个 SVM对第 i

类的所有训练样本标识为大于 0的数，即 1，而对其他样本标识为小于 0的数，即-1。

对于属于 k 类中的 m 个训练样本(x1 ,y1 )，⋯，(x m ,y k ),式中 x i ∈R n，i=1，⋯,m 同时

y i ∈ { }k,...,1 ：
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min ∑
=

+
m

j

i
j

iTi Qww
1

)(
2
1 ξ

Tiw )( )( jxΦ +b i ≥ 1- j
jξ if  y i =i

Tiw )( )( jxΦ + b i ≤ 1- j
jξ if  y i ≠ i (4-32)

i
jξ ≥ 0, j=1，…,m

iTi ww )(
2
1
最小就可以使

iw
2

大，惩罚
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能降低样本数的错误率。由以上运

算可得出决策函数如下：
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M
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=
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,...,1
       (4-34)

4.2.2一对一多分类支持向量机

一对一多分类支持向量机方法在每两类间构造一个分类器，对于一个 k 类问题，

将有 k(k-l)/2个分类函数[30]。对于第 i类和 j类的训练样本，解决下列问题:

min ∑
=

+
m

j

ij
j

Ti Qww
1

ij)(
2
1 ξ (4-35)

Tw )( ij )( jxΦ +b ij ≥ 1- ij
jξ if  y i =i

Tw )( ij )( jxΦ + b ij ≤ 1- ij
jξ if  y i ≠ I                   (4-36)

i
jξ ≥ 0

4.3多分类支持向量机用于人脸识别

4.3.1多分类支持向量机用于人脸训练

多分类支持向量机用于人脸训练的流程需先对测试图像通过几种方法进行预处

理，如灰度，尺寸处理，小波分解等；然后对预处理后的图片进行特征提取，使用的
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算法是 KPCA算法；特征提取后通过 SVM训练器分类[31]。

图 4.3是这篇文章中支持向量机识别的操作流程。

图 4.3 支持向量机操作过程

如图 4.3 所示，第一步输入测试图像，然后对测试的图像进行尺寸、灰度归一化，

小波分解等预处理，预处理后的图片再通过 KPCA 方法来提取人的脸部特征，然后根

据选定的人脸样本作为正样本，库中其他的人脸样本作为负样本的方法获得 SVM1-

SVMn这 n个支持向量机，最后组成 SVM分类器进行分类。

4.3.2多分类支持向量机用于人脸识别

多分类支持向量机识别过程如图 4.4所示。

图 4.4  支持向量机识别

如图上图所示，多分类支持向量机的识别过程如下：首先通过多媒体设备获取源

文件，然后通过人脸检测方法来获取待识别的图像，获取图像后对该图片进行一系列

预处理，如归一化、小波分解等，以获取较稳定的脸部特征图片，然后通过 KPCA 算

法提取该图片的脸部特征，最后输入 SVM分类器中与测试样本特征空间进行分类匹配
[32]，SVM分类器的形成过程见上节。最后输出匹配结果。
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第 5章 人脸识别系统实现及实验结果分析

5.1各种特征提取方法和不同分类算法相结合的实验结果与分析

5.1.1维数和样本量与识别率的关系

我们选用的是 ORL人脸库，其中有 40人，每人有 10张不同表情的图像（如图 5.1

所示）。由于人脸识别的方法首先必须从视频中提取人脸部分较稳定的特征量，随后对

它们进行一定的算法分析匹配。所以特征提取是人脸识别中很重要的一个环节。我们

通过实验，利用 PCA 方法，选取不同特征空间维数和不同样本个数进行训练，采用标

准距离分类计算识别率，所得到的实验数据如表 5.1所示。

图 5.1 ORL人脸库部分样本
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表 5.1不同维数和样本数对应的识别率

5幅 4幅 3幅 2幅 1幅

180维 87.9% 88.2% 85.8% 87.5% 86.2%

150维 86.8% 87.5% 86.9% 87.2% 85.2%

120维 88.4% 86.8% 87.1% 86.1% 81.7%

80维 87.3% 87.6% 88.3% 84.3% 80.6%

20维 84.5% 82.6% 81.9% 81.4% 77.2%

5维 65.4% 62.8% 61.2% 57.4% 54.9%

分析以上实验数据可得出，在总的子空间维数较少的情况下，子空间的维数越多，

识别率也就越高。从实验结果中还可看出，在 120维和 80维分别对应 5幅和 3幅人脸

图像作为训练样本时，识别率可以达到极值，但再增加子空间的维数，识别率并没有

相应地继续提高，这就体现了 PCA 方法基于灰度统计原理的缺陷，可能有价值的细节

信息会被列入到无效信息不不保存，从而造成识别率的下降[33]。

5.1.2三种特征提取方法的试验结果的比较

我们选用 ORL人脸库，其中有 40 人，每人前 5 张图像作为人脸训练样本，每人

后 5 张图像作为人脸测试样本。比较第三章介绍的三种特征提取方法的识别率，如表

5.2所示，核函数取径向基函数(α =l)。

表 5.2各种特征提取方法的识别率对比

每人前五张图像

为训练样本

每人后五张图像

为训练样本

PCA(主分量) 85.1% 89.4%

Fisher线性鉴别分析 87.9% 92.4%标准距离法

KPCA 94.5% 93.8%

PCA(主分量) 91% 92.1%

Fisher线性鉴别分析 91.6% 93.2%SVM

KPCA 95.8% 95.3%

由实验结果可以看出使用 SVM 支持向量机进行分类可以得到较好的识别效果，
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PCA算法、LDA算法、KPCA算法相比较则是KPCA的识别效果略胜一筹。但由于KPCA

算法的计算量相当大，所以当样本量不是很大的情况下，PCA 算法也是一个不错的选

择。

5.1.3基于小波分解的核 PCA特征提取算法的比较

人脸识别技术有较好的识别效果，特征量的提取是前提。而在特征提取之前对图

像进行的预处理工作也十分重要，它直接影响所提取的特征量的价值。所以实验首先

对原始图像进行小波变换，得到表示人脸低频特征的子图像，然后用 KPCA 方法提取

特征，最后根据标准距离法进行分类。另外，还进行了对原始图像直接采用 KPCA 方

法提取人脸特征而不经过小波变换的实验以显示区别，实验数据如表 5.3 所示。KPCA

中的核函数取多项式核函数为： dyxyxk )1(),( +⋅=  其中 1=d 。小波基则选取 Daub(2)。

表 5.3基于小波分解的核 PCA特征提取算法的比较

ORL人脸库 特征维数 分类识别率(%) 运行时间(S)

KPCA 199 93.8% 0.11

2维小波变换

+KPCA
199 95.9% 0.18

在这个实验中可以看出，特征维数相同的情况下，在前期使用了小波分解来对图

片进行预处理的方法识别率比较高，但相对运行时间比较长，即以小部分运行效率的

代价来换取较高的识别率。

5.1.4不同小波基的选择对识别率的影响

在小波变换中，不同的小波基能影响不同区域的能量分布和特征提取的效果，并

且得到不同识别率。上一节我们通过实验证明在对人脸进行特征提取之前，采用小波

变换的方法对待处理图像进行预处理，可以提高识别的精度。而小波变换的效果则有

所选取的小波基来决定。目前对小波基的选择还没有很好的理论指导，一般都是通过

大量的试验来选择最好的小波基。 Daubechies 小波中的 Daub(2)、Daub(4)、双正交小

波(bior N)、Sym、小波等是目前使用得最多的。根据不同的图像使用这不同小波基可

以不同程度地获得人脸图像的低频部分用于脸部的特征提取。

鉴于小波基选择的重要性，我们通过实验对小波基进行选择。实验所选用的人脸
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库仍然是 ORL人脸数据库，选择的 ORL人脸集为 20人，训练样本数分别是 2、3、4

和 5，预处理时采用的是两层小波分解，应用 PCA 方法进行特征提取，并使用标准距

离法进行分类，基于不同小波基的识别率的实验结果如表 5.4所示。

表 5.4 基于不同小波基的识别率

小波 Daub(2) Daub(4) Daub(6) Bior(2.4) Bior(4.4) Sym(2)

识别率 2 89.6 86.9 85.7 92.8 89.7 89.6

识别率 3 91.8 89.7 90.6 95.3 94.6 92.3

识别率 4 92.8 93.5 90.2 93.6 92.9 92.0

识别率 5 94.7 94.5 92.6 95.4 93.2 93.1

从这个实验结果可以看出，不同的小波基对识别率的影响。分析试验结果可得，

小波基为 Bior（2.4）时识别率最高。

5.2 动态人脸检测与识别系统实现

通过对检测、特征提取以及分类等方法和具体算法的研究，综合大量实例[34]，本

文构建了动态人脸检测和识别系统，其实现过程及实验数据如下：

我们对视频中截取的 20人的人脸做视频人脸识别试验，这些人脸图片包括每个人

在不同角度，不同光照，不同饰物遮挡情况下的状态，将这些图片分为训练样本和测

试样本，先对测试样本进行训练，得到测试样本的特征空间，再通过对训练样本进行

一系列变换获取其特征空间，然后与测试样本的特征空间进行比较来获得识别结果。

对训练样本采用的操作方法为先对图片进行各种归一化，然后通过小波分解获取低频

部分的子图像用于后面的特征提取，特征提取方法我们使用的是 KPCA 算法，最后通

过标准距离法来进行最后的判定。识别结果如表 5.5。

表 5.5  视频识别结果

正面 饰物变化 偏转<20度 光照变化

识别率 98.8% 92.5% 86.6% 66.9%

    从实验结果可以看出，正面图片的识别效果最佳，其次是饰物变化情况下的识别率，

由此可以看出该方法对各种饰物类障碍物有很好的抗干扰性。而对光照变化的情况识
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别效果不佳。

5.3本章小结

本章通过大量实验来论证了不同维数和不同样本量对识别率的影响。得到的结果

是高维数可以得到较好的识别率，但利用 PCA 算法，在维数达到一定数量时即使维数

增加，识别率也不会得到相应的提高，这是由 PCA 算法的特性决定的，而样本量越大

的情况下，识别率越高，这符合概率学的理论。另外通过实验总结了不同特征提取方

法、利用小波分解对图片进行预处理方法以及不同小波基对最终识别结果的影响，并

对实验结果进行了总结分析。最后通过构建一个动态识别系统，通过获取图片，小波

分解预处理，KPCA 特征提取、标准距离法等流程来进行人脸识别，也对实验结果进

行了总结分析。
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总结与展望

总结

本文从人脸识别的流程出发，讨论了人脸识别过程中的各个环节，以及使用的技

术和算法，列举了各种算法所需的数学理论支持，总结了各自的优缺点和适用环境。

集中讨论了特征提取和支持向量机方法，通过大量实验验证了各种算法的识别精度和

效率。在理论论证和算法分析的同时构建了一个由摄像设备提供识别源的识别系统，

主要做的工作有：

 (l)首先阐述了人脸检测及预处理的重要性，在识别初期编码并无很大的实际意义，

而对图像进行预处理操作以获得能更有效地提取人的脸部特征的输入图片才是最重要

的，所以在近些年来，图片的预处理工作开始被重视，即对获取的视频序列流中检测

到的人脸图像，在特征提取之前进行一些合理的预操作，以获取干扰因素较少的子图

像用于特征提取。

（2）详细介绍了三种基于统计特征的特征提取方法，即 PCA（主成分分析方法）

﹑LDA（Fisher 脸方法）﹑KPCA（核主成分分析方法），并介绍了 PCA 与 LDA 相结

合的人脸识别方法。介绍了算法的流程，以及各种算法所需的数学理论支持，并总结

了各种算法提取特征的优缺点。

（3）介绍了支持向量机方法，通过理论说明支持向量机可以很好地对多个类别进

行分类进而从整体上提高人脸识别的效率和精度。讨论了如何获取较好的核函数，另

外介绍了支持向量机如何实现用 SVM解决多类分类问题。

(4) 通过大量实验验证了文中提及的各种方法，并对实验结果进行了分析。另外由

文中介绍的各种方法以及具体算法，利用 Matlab 工具搭建一个由摄像头录入的动态图

像人脸识别系统。测试了多个角度，不同环境及障碍物干扰情况下，该系统的识别精

度和效率，得到了大量的实验数据，并对实验数据进行了分析和总结，从实验结果分

析，搭建的动态人脸识别系统对正面图片的识别效果最佳，其次是饰物变化情况下的

识别率。而对光照变化的情况识别效果不佳。
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对未来工作的展望

读研期间，出于对人脸识别技术的兴趣，阅读了大量与之相关的文献和书籍，研

究了一些相关算法的流程和思想，并部分进行了实验和比较，并一直在寻找更优的方

法来更好地达到识别的目的，提高识别的效率和准确度。在这篇论文所涉及的工作外，

下一步的工作展望是：

① 在 KPCA方法中尽量消除经验性的选择原则，能有保障地选择最理想的核函数

并据此求得其他各参数，更好地提高算法的性能，提高对训练样本的识别率。

② 在现在的支持向量机技术中，如果使用较少的 SVM，所获得的分类效果不理

想，消弱的 SVM在分类方面的优势，研究出如何在准确定位的核函数和参数之后，使

用较少的 SVM获得较优的分类效果是识别算法好坏的关键所在。

③ 摄取更多更全面的特征提取方法和分类方法，总结分析各自的特性、优缺点及

适用环境，将各种算法的优点有机融合、取长补短以达到更好的识别效果也是值得努

力的方向。
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