人脸识别技术的研究

1.引言

在信息化飞速发展的今天，计算机的应用领域越来越广，大大减轻了人类的体力劳动和脑力劳动。在对人的计算机自动身份鉴别系统中，指纹、基因、虹膜等方法都为接触式鉴别手段，需要人为的采样，属侵犯式的识别。因人脸识别的非接触式特性现以成为计算机领域的一个研究热点，在国内外引起很高的重视，取得了一系列的成果。在公安、银行、海关等重要部门可以应用人脸识别技术提供方便、高效的检测手段。

虽然人可以毫不费力地识别出人脸及其表情，但要计算机自动准确地识别却困难得多。因为人脸具有相似的结构，在纹理上也比较接近，人脸识别系统只能利用不同人脸之间的细微差别来实现正确识别的任务。同时，同一个人在光照、姿态、表情、人脸大小等不同采样条件下所获得的图像有很大的不同，更不用说发型、年龄、化妆以及饰物的变化了，得到的图像可能是正面的也可能是侧面的，此外噪声和掩遮都使问题变得复杂。可见，人脸识别涉及到图像处理、模式识别、人工智能及生理学等多个学科[1]，使得人脸识别成为一项极富挑战性的课题。

人脸自动识别系统包括三个主要技术环节[2]：首先是图像预处理，由于实际成像系统多少存在不完善的地方以及外界光照条件等因素的影响，在一定程度上增加了图像的噪声，使图像变得模糊、对比度低、区域灰度不平衡等。为了提高图像的质量，保证提取特征的有有效性，进而提高识别系统的识别率，在提取特征之前，有必要对图像进行预处理操作；人脸的检测和定位，即从输入图像中找出人脸及人脸所在的位置，并将人脸从背景中分割出来，对库中所有的人脸图像大小和各器官的位置归一化；最后是对归一化的人脸图像应用人脸识别技术进行特征提取与识别。


2. 人脸识别技术研究的方法

　　

人脸识别的方法大致可以分为基于几何特征、基于代数特征[3]、基于神经网络模型以及基于三维模型等的几大类。
2.1 基于几何特征

是在抽取人脸图像上显著特征的相对位置及其参数的基础上进行识别。最早的人脸识别是用手工的方法确定人脸特征点的位置并将其输入计算机中。识别工作的流程大体如下：首先检测出面部特征点，通过测量这些关键点之间的相对距离（欧式距离），得到描述每个脸的特征矢量，比如眼睛、鼻子和嘴的位置和宽度，眉毛的厚度和弯曲程度等，以及这些特征之间的关系，用这些特征来表示人脸。比较未知脸和库中已知脸中的这些特征矢量，来决定最佳匹配[4]。基于小模板匹配的方法属于几何特征识别，是已知一个小模板，在人脸的大图像中进行匹配，如果匹配成功，就可以确定其坐标位置[5]。

基于几何特征的缺点显而易见，对获得的图像要求很高，特征点的定位非常重要，如果人脸有一定的侧向或有装饰物都会很大程度上影响识别的准确性。

2.2 基于代数特征
　　基于代数特征的人脸识别方法有代表性的是PCA（主元分析法）[6]、K-L（卡胡南－列夫）变换[7]和SVD（奇异值分解）[8]等方法。其主要思想：对于一副由N个象素组成的图像，可以看作是一个N维矢量空间，采用不同的变换方法，能够有效的提取主分量，通过对人脸样本集的自相关矩阵的特征矢量的选取，构成一个正交的低维人脸空间，从而达到降低冗余、提高识别率的目的。
利用主元分析法（Principle Component Analysis简称PCA）进行识别是由Anderson和Kohonen提出的。最早将其用于人脸识别中的是Pentland，并因为它的有效很快流行起来。简单地说，它的原理就是将一高维的向量，通过一个特殊的特征向量矩阵，投影到一个低维的向量空间中，表征为一个低维向量，并不会损失任何有用信息。也就是说，通过低维表征的向量和这个特征向量矩阵，可以完全重构出所对应的原来的高维向量。

PCA的工作原理如下：

将第k幅输入看作一个一维向量记作
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，其中
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，N为人脸图像总数。
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为对称矩阵，可以进行对角化：
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的特征值，
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为相应的特征向量，
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为标准正交系，R为
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为对角阵，对角线上元素为
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的各特征值，将
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由此可见
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对应的特征值
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，因此采用以下步骤进行特征抽取：
根据各幅人脸图像
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的前M个最大特征值对应的特征向量。（M<<R）
将各
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在M个特征向量张成的空间中投影，得到M个投影值，以此M个投影值构成的向量
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作为原
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的特征，即完成了高维（R维）向低维（M维）的转化。
K-L变换与SVD分解的思想同PCA都差不多，降维到低维向量空间后要运算的分量大大地减少了。采用代数特征识别人脸具有以下的特征：良好的稳定性；位移不变性；特征向量与图像的高度成比例变化；转置不变性等。

2.3 基于神经网络模型
神经网络由许多并行运算的功能简单的单元组成，是一个非线性动力学系统，其特色在于信息的分布式存储的并行协同处理，具有良好的容错能力。神经网络主要的应用是对已经提取主特征的特征值进行分类。比较成熟的是PCA+ANN(主元分析+人工神经网络)，用K-L+ANN(K-L变换+人工神经网络)[9]、SVD+ANN(奇异值分解+人工神经网络)，也有直接用NN+NN(神经网络+神经网络)进行人脸识别的，不过这样所要计算的分量太大了，训练与工作的时间要长很多。

有代表性的神经网络模型有：BP网络、RBF网络、Hopfield模型等。如图所示的是PCA＋BP神经网络的例子，其中输入层结点的个数与主元分析后低维向量的个数相等输入到BP神经网络的输入层结点中，隐层结点的个数在构造BP网络时就已经定义好了，输出层结点的个数与样本的数量有关，要能达到分类的目的。
2.4 基于三维模型

三维人脸识别[10]最初是从几何方法发展来的，出发点是希望利用三维的人脸识别处理技术，解决传统二维照片识别中因为人脸的姿态、光照等对识别造成的干扰问题，在三维的基础上进行特征的提取和识别将有更为丰富灵活详尽的信息可以利用。三维数据获取已经成为可能(如三维激光扫描技术、CT成像技术、结构光方法等)，使得图形技术得到了应用的可能，可以完成人头三维面貌数据获取。
在合成特定人的头部模型时，需要一个基本头部模型，该模型是一个通用的模型，特定人的模型都可以通过对该模型的修改得到。人类面部特征的位置、分布基本上是一样的，因而特定人脸的模型可以通过对一个原始模型中的特征和其它一些网络点位置进行自动或交互调整而得到。系统的内部有一个原始的人头模型，以后所有特定模型的建立都是基于这个原始模型。
基于三维模型的识别方法是未来的对人进行识别的方向，因为在三维模型中，可以对人的头部从任意角度获得信息，具有良好的抗干扰能力，基于三维的人脸识别还需要做很多的工作。

2.5 其他方法

HMM（隐马尔可夫模型）方法[11]，利用隐马尔可夫模型对人脸进行描述和识别，不是利用各个器官的数值特征，而是把这些特征和一个状态转移模型联系起来，这种模型既考虑了人脸的各个器官的不同表象，又考虑了他们的相互关联，比起孤立地利用各个器官的数值特征有概念上的进步。

小波变换[12]是空间(时间)和频率的局部变换，因而能有效的从信号中提取信息，通过伸缩和平移等运算功能对函数或信号进行多尺度细化分析，解决了Fourier变换不能解决的许多困难问题。克服了Fourier变换没有任何时域局部化，用于分解信号的基函数是持续时间很短的高频函数和持续时间较长的低频函数。
2.6 上述方法的不足之处

1) 基于几何特征的提取方法，由于时间、光照、摄影机角度等不同，人的面部模式也是千变万化的，这给特征提取造成了困难。
2) 基于代数特征的识别法在实际应用中取得了一定的成功。由于该方法有一定的稳定性、鲁棒性，这使得对表情的描述不够充分，难以用于表情分析。
3) 基于神经网络的方法，结构上类似于人脑，但由于原始灰度图像数据量十分庞大，神经元数目通常很多，训练时间很长，而基于冯诺伊曼结构也受到了限制。
4) 三维人脸识别技术当前还重点停留在理论方法上，研究的效果不很理想。
3. 结束语

　人脸识别距真正要达到的目标还有很大的差距，随着科技水平的不断提高，获取特征点的工具准确性的加强，以及人工智能与对人的视觉、认知、生理、表情等技术引入进来，将推动人脸识别技术的发展。
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