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中文摘要

摘要：人脸I刍动识别技术是用计算机分析人脸图像，从中提取有效的识别信息并

通过分类器自动鉴别的一种技术。作为生物特征识别的一种，人脸识别更为直接、

友好而自然。因此，人脸识别自上个世纪以来一直受到研究者的极大关注。

人脸识别技术可分为人脸特征提取和分类器设计两方面，两方面的技术相

辅相成而又相互制约，我们最终的研究的目的就是提取出最具代表性的人脸特

征，并通过分类性能优良的分类器进行识别分类。本文主要工作内容包括：经典

算法实现、理论研究及改进、实验证明和最终人脸识别系统的设计。重点描述如

下： ，

第一，特征提取和融合．目前，人脸特征提取的算法很多，每种算法都有

各自的优点和缺点；因此近些年来，许多学者倾向于将几种算法混合起来达到较

好的识别效果。本文也是从此角度出发，在对以有经典算法进行实现和筛选的基

础上，又对特征融合方法做了大量实验和尝试。最终选定独立成分分析，线性判

别，离散余弦变换三种特征融合的方法提取人脸特征。实验结果表明，此三种特

征的融合可以更好的表征人脸图像的统计特征，相对每种方法单独使用而言，识

别正确率的提升比较明显，而计算量并没有显著提高。

第二，支持向量机的研究。支持向量机是目前比较流行的模式识别方法，

在解决小样本、非线性及高维模式识别问题中表现出许多特有的优势。本文将支

持向量机用于人脸识别，主要对支持向量机的核函数和支持向量机的参数选择进

行了研究，提出了基于cosh的核函数，实验表明，该核函数在人脸识别方面效

果优于普遍使用的传统核函数。并且提出了基于离散微粒群算法的支持向量机参

数选择方法，大幅度提高了核函数的参数选择速度，从而使得本文提出的基于

cosh的核函数的实用性大大提高。

第三，参与创建北京交通大学人脸识别系统。在V'L羽2al Studio 2005为实验

平台，将独立成份分析算法和基于cosh的核函数用于实时人脸识别系统，证明

了以上算法的可行性和有效性，效果比较理想．

本文对人脸识别技术和人脸识别系统的实现有比较全面的论述，理论研究

关注的重点在于人脸特征的提取和改进，以及支持向量机核函数的改善，一系列

的工作为日后的研究奠定了基础也确定了方向。同时也充分认识到本文自身的局

限性，并对后续研究提出了目标与希望。

关键词：人脸识别系统；独立分量分析；特征融合；支持向量机；核函数；微粒

群优化算法；支持向量机参数选择

分类号：
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ABS7IRACT

ABS’rRACr：

n圮automatic human face recognition is a technology that using computer to analyze

the human face images and extracting effective features from the human face images，

then to recognize them．Compared with other biomctric methods,such as fingerprint,

palm,iris,and PNA,human face recognition is more fxiendly,direct,and imitate to

humane．Therefore,in recent y瞄巧，face recognition is getting lnore and mole

attention

I did soIneresearches 011 both face features extraction and features recognition．

111e total work ofthe paper research includes：

Firstly,researches Oil typical statistical features extraction methods，including

PCA,IC气LDA，DCT,then developed afeature combination ofICA,LDA and DCT．

Secondly,researches 011 SVM and its application On face recognition．

Development of a kernel function based on cosh function,and its application∞face

recognition．Development ofacharacters selection method ofSVM based Oil Discrete

Particle Swarm Opmnizer,which effectively accelerates the characters selection．

Thirdly,establishment of the real time face recognition system，using ICA for

feature exiractioil and SVM for classification．Validation of the feasibility and

activities ofthe related arithmetic．

KEYWORDS：

Face Recognition；Real Time Face Recognition System；PCA；ICA；DCT,LDA；

Feature Fusion,SVM；Kernel Function；PSO；a埘弼tcr Selection。

CLASSNo．：
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人脸识别是生物识别技术的一种。人脸自动识别技术就是用计算机分析人脸

图像，从中提取有效的识别信息并自动鉴别的一种技术．并且这也是一种最为方

便、有效的识别方法，用人脸特征进行身份验证自然方便，易于为用户接受。人

脸识别因其在公安、验证系统、档案管理、视频会议、人机交互系统等方面的巨

大应用前景而越来越成为当前模式识别和人工智能领域的一个研究热点。

人脸识别的研究始于20世纪60年代末，经过了几十年的发展，人脸识别算

法取锝了很大的成就。从早期的提取几何特征的方法与模板匹配的方法到目前的

两个主要研究：基于整体的研究方法和基于特征分析的方法。

本论文主要是研究入脸识别的算法，目的是通过研究实验，找到合适通过计

算机来实现简单直观的人脸识别算法。

本课题是国家自然科学基金(No．60472033)、国家973项目

(No．2004cB318005)以及教育部博士点基金资助项目(No．20030004023)。
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1综述

1．1 人脸识别的研究背景

随着社会的发展以及技术的进步，尤其是最近十年内计算机的软硬件性能的

飞速提升，以及社会各方面对快速高效的自动身份验证的要求日益迫切，生物识

别技术在科研领域取得了极大的重视和发展。由于生物特征是人的内在属性，具

有很强的自身稳定性和个体差异性，因此是身份验证的最理想依据。在人与人的

接触中，人脸所包含的视觉信息占据了重要地位，它是区分人与人之间差异的最

重要特征之一。而人脸识别就是利用计算机从图像或图像序列中检测出人脸，并

判断其身份。而相对于指纹、虹膜、掌纹、步态、笔迹、声纹等生物特征，利用

人脸来识别具有不可比拟的优势，具体体现为【11121：

1．操作隐蔽，特别适用于安全、监控和抓逃工作．

2．非接触式采集，无侵犯性，容易接受

3．方便、快捷、强大的实时追踪能力

4．符合人类识别习惯，交互性强

5．设备成本较低(摄像头)

计算机人脸识别的研究内容从广义上讲大概包括以下几个方面[3H41：

1．人脸检测(Face Detection)，就是从各种不同的场景中检测出入脸的存在

并确定其位置。这方面的研究主要受光照、噪声、面部倾斜度以及各种各样的遮

挡的影响。

2．人脸表征(Face Representation)，就是采取某种表示方法表示检测出的

人脸和数据库中的已知人脸。通常的表示法包括几何特征(例如欧式距离、曲率、

角度等)、代数特征(例如矩阵特征矢量)、固定特征模版、特征脸等。

3．人脸鉴别(Face Identification)，就是通常所说的。人脸识别”，将待

识别的入脸与数据库中的己知入脸比较，得出相关信息。这个过程是选择适当

的人脸表征方式与匹配策略。整个识别系统的构造与人脸的表征方式密切相关。

4表情姿态分析(Expression Gesture Analysis)，就是对待识别人脸的表

情或者姿态信息进行分析，并对其进行分类。

5．生理分类(Physical classification)，就是对待识别人脸的生理特征进

行分析，得出其年龄、性别等相关信息。

人脸识别技术具有广泛的应用前景，在国家安全军事安全和公共安全领域，

智能门禁、智能视频监控、公安布控、海关身份验证、司机驾照验证等是典型的

应用；在民事和经济领域，各类银行卡、金融卡、信用卡、储蓄卡的持卡人的身
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份验证、社会保险人的身份验证等具有重要的应用价值；在家庭娱乐等领域，人

脸识别也具有一些有趣有益的应用，比如能够识别主人身份的智能玩具、家政机

器人、具有真实面像的虚拟游戏玩家等等．主要有以下几类应用[51：

l刑侦破案。当公安部门获得案犯的照片之后可以利用人脸识别技术在存储

罪犯照片的数据库里找出最相象的人为嫌疑犯还有一种应用就是根据目击证人

的描述画出草图然后用这种图到库里去找嫌疑犯罪犯数据库往往很大由几千幅

图像组成如果这项搜索工作由人工完成不仅效率低而且容易出错因为人在看了

上百幅人脸图像后记忆力会下降而由计算机来完成则不会出现此问题。

2证件验证。身份证驾驶执照以及其他很多证件上都有照片现在这些证件多

是人工验证的如果用人脸识别技术这项任务就可以交给机器完成从而实现自动

化智能管理当前普遍使用的另一项证件是用符号或者条形码标记的比如信用卡

自动提款机等这类卡的安全系数比较低因为卡可能丢失密码也可能被遗忘或者

窃取如果在这类卡上加上人脸的特征信息则可大大改善其安全性能。

3入口控制。入口控制的范围很广它可以是设在楼宇单位或私人住宅入口的

安全检查也可以是计算机系统或者情报系统等的3,n检查在楼字或某些安全部

门的入口处比较常用的检查手段是核查证件当人员出入频繁时要求保安人员再

三检查证件是很麻烦的而且安全系数也不高在一些保密要求非常严格的部门除

了用证件还要用一些另外的识别手段如指纹识别手掌识别视网膜识别和语音识

别等人脸识别与之相比具有直接方便和友好的特点当前计算机系统的安全管理

也倍受重视通常使用由字符和数字组成的I=1令可能会被遗忘或者破解但是如果

把人脸当作口令则又方便又安全。

4视频监视在许多银行公司公共场合等处都设有24小时的视频监控另外侦

察员在破案时也要用摄像机对入进行跟踪在对图像进行集体分析时也要用到人

脸的检测跟踪和识别技术。

除了这几部分的应用外人脸识别技术还可用于视频会议机器人的智能化研

究以及医学等方面【“。

1．2人脸识别的研究历史

最早的关于人脸识别的研究可以追溯到十九世纪末SirFrancis Galton发表于

Nature的两篇文章。(]alton在人脸侧面轮廓图像上傲了一些工作啊。

为了更好的对人脸识别研究现状进行介绍，本文将自动人脸识别的研究历史

按照研究内容、技术方法等方面的特点大体划分为以下三个时f霹阶段：

· 1964-1990

2
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· 1990．1997

·1998．至今

1．2．1 1964年到1990年

Bledsoe的工作可以视为真正自动人脸识别研究的开端，在二十世纪六十年

代中后期，他以人工提取的基准点及其空间关系的几何特征为基础嗍。，

Bledsoe是最早利用现代计算机技术研究人脸识别的学者之一。他在1964年

提出了一个基于入脸直观特征的半自动人脸识别系统。l锄一9l在Bledsoe的框架
之上做了改进，但一个明显的进步是它不需要人的干预。他的方法利用了人的身

体和头部图像。其中脸部的测量包括头部的宽度、眼睛之间的距离，头顶到眼睛

的距离，眼睛到鼻子的距离，以及眼睛到嘴巴的距离。同样采用了最近邻分类法。

后来很多学者对这一方法进行了发展。包括：Y．Kaya和ICkobayashi[101,LCraw[11】，

T．Poggio[123，F．Gh'osi[13】，R．Bnmelli【141，X．Jia，M．S．Nixon[15】，Nicholas Roeder,

Xiaobo Li[1 6】等。

七十年代人脸自动检测与识剐开始引起不少学者的浓厚兴趣，从而形成了第

一次研究高潮；这一阶段研究的主要方向集中于人脸识别。无论是正面图像还是

侧面图像，基本上都是采用基于面部器官的一些几何特征，通过标准的模式分类

技术，实现人脸识别。

其中，比较有代表性的工作有Kelly和r,jmadJl。7】的两篇博士论文，Kanade

设计了一个高速且有一定知识导引的半自动回溯识别系统，创造性地运用积分投

影法从单幅图像上计算出一组脸部特征参数，再利用模式分类技术与标准人脸相

匹配。Goldsfion、Harmon和Lesk用几何特征参数来表示入脸正面图像，他们采

用2l维特征向量表示人脸面部特征，并设计了基于这一特征表示法的识别系统。

Kaufman和Breeding以及Harmon等人的研究工作，对交互式人脸识别方法在理

论和实践上进行了详细论述。

八十年代是FRT的休眠期。其中Harmon在1981年运用结构方法用17个

几何特征对112人的人脸侧面图像获得了90％的识别精度【I司。Stonham在1984

年提出了一种单隐层的自适应神经网络来进行人脸识别、表情分析和人脸鉴证，

每一个人对应一个网络。该系统需要200-400个样本来训练每一个分类器训练样

本存在平移和表情变化，16个人共需16个分类器。对于输入图像，通过判断哪

一个分类器可以得到最大的响应输出，来完成人脸识别。该系统对人脸鉴证和人

脸表情分析也作了进一步的研究．

3
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1．2．2 1990年到1997年

九十年代初期，研究者对FRT的研究兴趣又开始上升并且取得较大突破，

提出了多种全自动识别系统。Turk和Penfland于1991年提出了基于KL变换的

特征脸方法【16】。纯粹从概率的角度来考虑人脸识别问题。该方法首先使用

Karhunen-Leove(KL)变换来表达和识别人脸，确定了特征脸之后，每一幅入脸图

像都可以表示为一个权值矢量。Welsh在1992年使用该方法来进行人脸特征编

码【l”。而这些权值可以通过计算人脸图像和特征脸的内积而得到。所谓特征脸

就是对应于人脸(模式)协方差矩阵的那些较大特征值的特征向量。由特征脸所

张成的子空间在维数上比原模式空间大大减少，人脸检测和识别工作就在该子空

间上进行。

Nakamtwa于1991年提出了一种等灰度线的人脸识别方法【嘲。

Yuille于1992年提出了一种可变模板法来检测和描述人脸特征【191．

洪予泉(1992)年和杨静宇(1994年)最早，提出了代数特征抽取的方法。

认为图像的代数特征反映了图像的内在属性，提出了人脸图像的奇异值特征f18】。

Cheng和Hon920]1211于1991年中提出了基于SVD(奇异值分解方法)的人
脸识别方法，针对45个特征向量样本，该方法得到了最佳分类面和二次分类器。

该分类器能够识别45个训练样本，新的测试样本由13幅照片构成，该方法存在

42．67％的错误率。但有人认为这是由于训练样本太少所导致的．

M删unm在1992年和高希奇在1996年将小波变换应用在人脸识别研究中。

Maajtmth使用对每幅人脸图像使用Gabor小波分解，提取特征点．

Brtmelli和Poggio瞄】在1993年使用了一个基于几何特征的人脸识别器，该

识别器在一个较大的由47个被测试者的数据库中测试，其正确识别率大约为

900／,。然而使用一个极为简单的模板匹配方法在同样的数据库中却取得了高达

100"／o的识别率。

Liu于1993年提出了基于最佳鉴别准则抽取人脸识别方法研究是人脸识别

的主流。

Comon于1994年提出了独立成份分析(ICA)概念．并且Hyvamet和

Kal-hBIIe[1于1997年提出了不同的ICA算法圆．

Samaria在1993年最早将HMM用于人脸识别。Nefian发展了Samaria的方

法，提出了基于2D-DCF特征提取的方法。在一定程度上解决了Samaria的大存

储量的缺陷，但识别率提高不大闭．

Starner于1996年将隐马尔可夫模型(删)应用与人脸表情识别。
Kanade于1997年提出了一种使用几何参数的方法来识别人脸。该系统抽取

16个正面人脸几何特征(随后减少到13个)．使用的数据库为每个测试者有一

4
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个训练图像和一个测试图像，共有20个被测试者，正确识别率为45％到75％之

间【拥。

与此同时，基于图像序列的人脸识别技术也得到了发展．

Chellappa于1995年从图像序列中分割运动目标，结构估计，三维人脸目标

与非刚体运动分析I硐。

Bichsel和Pentland于1994年将基于模板的方法用于在图像序列中寻找头

部，利用所谓的人脸系统拓扑学来分析人脸的集合变化如平移、旋转、缩放等【27】。

Horn于1981年和Barron于1994年将光流场分析的方法应用于人脸识别。

尽管精确的光流计算仍然是一个未解决的闯题，光流场分析方法受到了人们广泛

的重视，可用于观察者偏离运动的检测、运动目标的分割与检测等。

Darrell于1996年和彭辉‘硐以及郭跃飞嗍于1997年提出基于KL变换的特

征脸方法与以奇异值特征为代表的代数特征方法例。

Juell、Schofield、Intrato一30J、Yoon、Rowley、Ranganath等人提出了人工神

经网络的方法。

1．2．3 1998年—至今

近年来，人脸识别的算法研究不断出新，并取得了长足的进步。ScholkopfB

等人在1999年提出非线性子空间法I悯，通过引入核函数，在不提高计算复杂性

的条件下，将人脸图像由原始空问非线性映像到一个高维的特征空间，从而更有

利于模式的分类。2000年左右以来，研究方法从线性子空间向非线性子空间过

渡成为一种趋势。微软亚洲研究院Face Group在其研究报告中指出，线性子空

间分析法与传统方法相比，有着基于事例、特征学习、维数降低和降低线性映射

空间的特点【11{而非线性子空间分析法则具有更加有效建模和固有特征维发现

的特点。

1．3 人脸识别技术的发展

人脸识别系统的研究涉及模式识别、图像处理、生理学，心理学、认知科学

等多种学科，与基于其他生物特征的身份鉴别方法以及计算机人机感知交互领域

都有密切联系。一个完整的人脸识别系统应完成下列任务嘲：

(1) 对于任意图像，确定其中是否存在人脸。若有人脸存在，确定人脸

的数目及各自的位置和大小，并对人脸图像傲预处理。

(2) 提取人脸图像特征。
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(3) 对特征进行分析处理，与已知人脸库内的人脸图像进行比较，识别，

确认身份。

其中的(1)为人脸检测的内容，(2)、(3)是人脸识别与理解的内容。如图

1．1所示，人脸自动识别过程包括三个主要环节，首先是人脸检测和定位，既从

输入图像中找到人脸及人脸存在的位置，并将人脸从背景中分割出来，然后是对

归一化的人脸图像进行特征提取与识别。

人脸识别系统三个环节中，特征提取与识别相对人脸检测更为关键，相关研

究也更加深入。目前，静止图像中的人脸识别大致有三个研究方向：(1)基于几

何特征；(2)基于统计特征；(3)基于连接机制。

性鍪H茎卜
步骤一： 步骤二：

图1．1人脸识别系统

Figure 1．1 Face Recognition System

1．3．1 基于几何特征的人脸识别技术

人脸的几何特征包括各个面部器官的形状、灰度以及各个器官之间的结构关

系。基于几何特征的人脸正面图像识别方法，是通过人脸面部拓扑结构几何关系

的先验知识，利用基于结构的方法在知识的层次上提取人脸面部主要器官特征，

将人脸用一组几何特征矢量表示，识别归结为特征矢量之间的匹配。基于欧氏距

离的判决是最常用的识别方法。正面识别所采用的几何特征是以人脸器官的形状

和几何关系为基础的特征矢量，基分量通常包括人脸指定两点问的欧氏距离、曲

率、角度等。

侧影识别【l】也是早期基于几何特征人脸识别的一个重要方法，其基本原理是

从人脸的侧影轮廓线上提取特征点，将懊l影转化为轮廓曲线，从中提取基准点。

根据这些点之问的几何特征来进行识别。由于侧影识别相对较简单且应用面小，

对侧影识别的研究较少。

基于几何特征识别的方法具有如下优点：①符合人类识别人脸的机理，易于

理解；②对每幅图像只需存储一个特征矢量，存储量小；③对光照变化不太敏感。

该方法缺点是：①从图像中抽取稳定的特征比较困难；②对强烈的表情变化和

6
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姿态变化的鲁棒性较差；③一般几何特征只描述了部件的基本形状与结构关系，

忽略了局部细微特征，更适合于粗分类。

总体来讲，基于几何特征的人脸识别方法，特征提取不精确，而且由于忽略

了整个图像的很多细节信息，识别率较低，所以近年来已经很少有新的发展。

1．3．2 基于统计特征的人脸识别技术

基于统计特征的方法把一幅人脸图像的象素点灰度值矩阵看作随机向量或

矩阵(2D方法)，从而用统计方法来分析人脸模式，以反映矩阵某些性质的数

值特征作为人脸的特征，这类方法有着完备的统计学理论支持，得到了较好地发

展，出现了一些较成功的算法，目前常见的几种技术介绍如下。

1)特征脸法僻l Turk和Pentland在1991年发展了一种人脸识别的方法，这

就是著名的特征脸方法(Eigenface)。所谓特征脸就是对应于人脸(模式)协方差

矩阵的那些较大特征值的特征向量，特征脸方法是从主成分分析(PcA)导出的一

种人脸识别和描述技术。这种方法将包含人脸图像区域看作一种随机向量，因此

可以采用KL交换得到正交变换墓，对应其中较大的特征值的基底具有与入脸相

似的形状，即特征脸。算法利用这些基底的线性组合可以描述、表达人脸和逼近

人脸，因此可以进行人脸的识别和重建。识别过程就是把待识别人脸映射到由特

征脸张成的子空间中。征脸所生成的子空间在维数上比原模式空间大大减少，人

脸检测和识别工作就在该子空问上进行．

识别时可采用主分量作正交基的主分量方法【31】(PCA)，也可采用次分量作

正交基的次分量方法。与较大特征值对应的正交基(也称主分量)可用来表达人

脸的大体形状，与小特征值对应的特征响亮(也称次分量)可用来描述具体细节。

用次分量作为正交基的原因是所有人脸的大体形状和结构相似，真正用来区别不

同人脸的信息是那些用次分量表达的高频成分。

后来Pentland等人进一步扩展了特征脸方法，将类似的思想运用到面部特征

上，分别得到了本征眼、本征鼻、本征嘴，并且将它们结合起来进行人脸识别。

实验结果表明，这样比单独使用特征脸效果更好。特征脸方法从能量压缩和重

建误差最小化的角度来讲，PC^是最优的方法。但它对于外界因素所带来的图像

差异和人脸自身所造成的差异是不加区分的，因此外界因素(例如光照、姿态)

变化会引起识别率的降低。

2)线性判别分析法特征脸方法使用由各个特征脸扩展的空问来表示人脸，

虽然可以有效地表示人脸信息，但是并不能有效鉴别和区分人脸。很多研究者提

出了使用其他线性空间来代替特征脸空间以取得更好的识别效果。此中线性判别

7
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分析(Linear Discriminate Analysis，LDA)方法(也PqFisher脸方法)利用了类

别归属信息，它选择类内散布芷交的矢量作为特征脸空间，从而压制了图像之间

与识别信息无关的差异，强调了不同人脸之间的差别，同时弱化了同一人脸由于

光照、视角和表情而引起的变化，获得了比特征脸更好的识别效果。

LDA的目的就是从高维特征空间里提取出最具有判别能力的低维特征【蚓。这

些特征能帮助将同一个类别的所有样本聚集在一起。不同类别的样本尽量分开。

即选择使得样本类问离散度和类内离散度的比值最大的特征．

3)独立分量分析法独立分量分析(Independent Component Analysis，ICA)

最早是作为一种新的盲源分离技术而出现，目前已被引入到模式识别领域中，作

为特征提取的方法【35】【36】。ICA法假设：目标信号由各个互相独立的源信号现行混

合而成，而我们要做的就是根据混合后的信号矩阵来获得源信号。对于人脸识别，

我们可以利用ICA方法获得训练人脸集的独立分量，即独立分量脸，进而将人脸

图像(包括训练集和检测集)投影到由独立分量脸张成的独立分量空间，投影系

数作为特征向量用于后续的训练和识别过程。

ICA理论及其分离算法的关键在于如何定量地判别分离结果的独立性。由中

心极限定理，随机量如由许多相互独立的随机量之和组成，只要各独立的随机量

具有有限的均值和方差，则不论各独立随机量为何种分布，该随机量必接近高斯

分布。据此可知，由许多相互独立的随机量之和组成的随机变量，比其中任一独

立的随机变量的分布更具有高斯性。因此我们可以在分离过程中，通过对分离结

果非高斯性的度量来监测分离结果间的相互独立性。当非高斯性度量达到最大

时，就表明已完成对各独立分量的分离。以信息理论一个基本的结论是，在所有

具有等方差的随机变量中，具有高斯分布的随机变量信息熵最大，非高斯性越强，

信息熵越小。这意味着熵能用来作为非高斯性的测量，分布明显的集中于某个值

的熵很小，非高斯性测量中，高斯变量应该为零，而它总是非负，有人对熵的定义

作了修改，称为负熵，负熵非负，y的非高斯性越强；负熵越大，当且仅当随机向

量y为高斯分布时，负熵为零册。

当前估计ICA模型的主要方法有非高斯的最大化；信息的最小化；大似然函

数估计。由鲫o Hmen，Eldd Oja提$的Fast Fixed-Point ICA的方法，大大提
高了ICA方法的计算速度，使得处理高维数据的IcA问题成为可能【33"91。

ICA力"法同PCA方法相比，不同之处在于，PCA方法是最小均方误差意义上的

最优维数压缩技术，而且PCA方法所抽取特征的各分量之间是不相关的。这种方

法只基于数据的二阶统计信息(即基于相应协方差矩阵)进行分析，而忽略其高阶

统计信息。IcA方法假设数据由若干独立源信号混合面成，并力求分析出这些独

立源信号。在独立分量分析中数据的二阶和高阶统计信息都能得到利用，而且还

0
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能消除高阶相关性。ICA方法在盲信号分离上得到了成功的应用，在抽取人脸图

像特征与人脸识别上也取得了较好的效果，

1．3．3 基于连接机制的人脸识别技术

1)弹性图匹配法弹性图匹配(Elastic Bunch Graph Matching)是一种基于人脸

的结构特征和灰度分布信息的Gabor小波纹理分析相结合的识别算法【帅Ⅱ411．它

在图像空问中依据人脸图像的灰度分布信息选定特征点，以对于通常的人脸变形

具有一定不变性的距离为边，采用属性拓扑图来代表人脸。拓扑图的任一顶点均

包含一个特征向量，用来记录人脸在该顶点位置附近的信息，如图1．2。拓扑图

的顶点采用了小波变换特征，它对于光线、尺寸、角度具有一定的不变性。弹性

图匹配能够容忍表情的变化，并在一定程度上能够容忍视角的变化。

图12弹性匹配方法示意图

Figure 1．2 Elastic Bunch Graph Matching

由于该算法不但较好的兼顾到了人脸的整体信息和局部特征，而且利用了

Gabor小波变换的结果与人眼视网膜上低层次的细胞对空间的响应相似的特性，

因而具有良好的识别效果。但时间复杂度高，实现复杂．特征点的准确定位是影

响识别速度的关键因素，因此改进特征点的定位方法，降低特征点的定位的时间

耗费是提高识别速度的有效途径。人脸弹性图鲍设计是弹性匹配人脸识别的前提

和基础，主要考虑两个方面的问题：(1)特征点的选择及特征表征；(2)边的选择

及赋值。因此，一个好的弹性图既要能正确选择特征点和边的位置和数量，又要

能够对特征点和边选择合适的表达方式。边的选择要根据特征点的情况进行，因

此对特征点选择是弹性图设计的前提和基础。

一种弹性匹配的改进方法是将KL变换应用于小波变换，来生成二维网格中

顶点的矢量串，以减少其维数，从而大大减少了表达一幅人脸所需要的特征数量，

而识别率不会明显下降。另一种方法是采用特殊点弼格，而不是采用矩形网格作

为拓扑图的节点，依据人脸结构选择稳定性较好且能表达人脸各部件信息的一组

9
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特点，选择稳定性较好的邻点连线为边，采用特殊网格拓扑图来代表人脸。如图

1．3所示．

图13特殊点弹性匹配示意图

Figure 1．3 FeaturePoint Elastic Bunch Graph Matching

弹性匹配方法采用小波变换特征来描述人脸的局部信息，和人眼视网膜对图

像的响应相似，一定程度上容忍光线等干扰，对细微表情也不敏感。而且弹性匹

配中的人脸模型还考虑了局部人脸细节，并保留了人脸的空间分布信息，且它的

可变匹配方式一定程度上能够容忍人脸从三维到二维的投影引起的变形。但是，

弹性匹配方法在实现时，需要考虑具体的参数选择，如二维网格的大小、小波变

换参数的选择等，这些参数都会影响识别的效果。

2)人工神经网络方法基于神经网络的方法是最近几年比较活跃的一个研究

方向。神经网络进行人脸的特征提取和分类器的设计，有比较成熟的人脸特征提

取方法，如多主元分量提取算法一自适应主分量神经网络提取算法等。
Valentin的方法是首先提取人脸的50个主元，然后用自相关神经网络将它映

射到5维空间中，再用一个普通的多层感知器进行判别，对一些简单的测试图像

效果较好。Intrator等提出了一种混合型神经网络来进行入脸识别，其中非监督

神经网络用于特征提取，而监督神经网络用于特征分类。Lee等将人脸的特点用

六条规则描述，然后根据这六条规则进行五官的定位，将五官之间的几何距离输

入模糊神经网络进行识别，效果较一般的基于欧氏距离的方法有较大改善。

Laurence等采用卷积神经网络方法进行人脸识别，由于卷积神经网络中集成了相

邻像素之间的相关性知识，从而在一定程度上获得了对图像平移、旋转和局部变

形的不变性，因此得到非常理想的识别结果．Lin等提出了基于概率决策的神经

网络方法，其主要思想是采用虚拟样本进行强亿和反强化学习，从而得到较为理

想的概率估计结果，并采用模块化的网络结构网络的学习，这种方法在人脸检

测、人脸定位和人脸识别的各个步骤上都得到了较好的应用。

神经网络方法在人脸识另唾上的应用有一定的优势，因为对人脸识别的许多规

律和规则进行显形的描述是相当困难的，而神经网络方法则可以通过学习的过程
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获得对这些规律和规则的隐性表达，它的适应性更强，一般也比较容易实现。

1．3．4 人脸识别的核方法

模式分析算法的发展，经历了三次革命。20世纪60年代，引入了在向量

机集内检测线性关系的高效方法，并分析了这些计算行为和统计行为．20世纪

80年代，模式分析经历了一场非线性革命，几乎同时引入了后向传播多层神经

网络和高效的决策数方法。20世纪90年代中期，出现了新的被称为基于核的学

习方法的模式分析方法[421，使得高效的分析非线性问题成为可能。基于核的学

习方法，首先以支持向量机(SupportVectorMachine，SVM)的形式出现，用来

摆脱计算和统计上的困难，然而很快就产生了基于核的算法，它能够解决分类以

外的问题，如特征提取等。

1)由核定义的非线性特征映射

继支持向量机(SVM)发明之后，研究者们又不断提出新的核学习方法，近年

来又出现了如：核主分量分析(KPcA)、核Fisher判决分析(KFDA)等。目前，在机

器学习领域，对核学习方法及其应用研究非常活跃。

核(kernel)是一个函数k，这类核学习算法的基本思想是：对于原空间中

线性不可分的数据，首先经过一个非线性映射m，将原空问的数据映射到一个维

数可以无穷大的高维的特征空间(核空间)艮硪田ze购中，如图1．4所示。只要选

择满足Mercer条件的核函数k，就可以在这个特征空间中隐含地进行运算，实现

数据在高维空间中的线性分类(或近似线性分类)，这样就可以利用一些线性算法

来实现相对于原空间为非线性的算法，从而提高算法的性能。利用核函数k代替

原空间中的内积，就对应于将数据通过一个映射，映射到某个高维的特征空间中，

高维特征空间是由核函数定义的。选定了一个核函数，也就对应地定义了一个高

维特征空间。特征空间中所有的运算都是通过原空间中的内积核函数来隐含实

现。即：任何(线性)只用到标量内积的算法都可以通过一个核函数在高维特征空

图1．4非线性映射

Figure 1ANon=linearMapping

II
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间中隐含地进行运算。我们可以利用此思想，在特征空间中实现一般的线性算法，

但却能实现相对于原空间来说是非线性的算法，这将会大大地提高学习算法的效

率。其优点如下：

(1)核方法以统计学习理论为指导，具有坚实的理论基础．

(2)利用核方法所训练的学习机器具有非常好的推广能力，因为它遵守了

结构风险最小化原则。

(3)核学习方法的抗干扰能力较强．

(4)核学习方法具有强大的非线性和高维处理能力，利用核函数在高维空

间中处理非线性闯题时，很好地解决了高维空间中维数灾难问题。

2)支持向量机

支持向量机[43][44][45146][47](Support Vector Machine SW)是建立在统计学习

理论基础之上，由Vapnik等人于20世纪年代提出的一种核学习机器，由于其在解

决小样本问题时所表现出的卓越性能以及具有强大的非线性和高维处理能力，而

倍受关注，已成为克服“为数灾难”和“过学习”等传统困难的有力手段。SVM

算法是一种有监督学习方法，不仅可以进行样本的分类，而且可以进行函数的回

归。

SvM是遵循结构风险最小化(SR岫原则的学习机器。SVM首先是从两类分类问

题提出的，其目标是求得一个线性分类超平面，不仅使得两类分开(保证经验风

险为0)，而且使得两类的分开间隔最大(保证置信范围最小)，以保证期望风险最

小。
。

在实现支持向量机算法时，统计学习理论使用了与传统方法完全不同的思

路，它不是像传统方法那样首先试图将原输入空间降维，进行特征选择和特征变

换，而是设法将输入空间升维，使问题在高维空间中变得线性可分或接近线性可

分。因为升维后只是改变了内积运算，并没有使算法的复杂性随着维数的增加而

增加，而且在高维空间中的推广能力并不受维数影响，因此这种支持向量机方法

才是可行的。支持向量机的这一特点提供了解决算法可能导致的。维数灾难”问

题的方法：在构造判别函数时，不是对输入空间的样本作非线性变换，然后在特

征空间中求解：而是先在输入空间比较向量(例如求点积或是某种距离)，对结果

再作非线性变换。这样，大的工作量将在输入空问而不是在高维特征空间中完成。

同时，支持向量机的推广性也是与变换空间的维数无关的，只要能够适当地选择

一种内积定义，构造一个支持向量数相对较少的最优或广义最优分类面，就可以

得到较好的推广性【镐】。

总的来说，支持向量机方法豹优点主要包括以下几点：

(1)算法适用于小样本问题，而不仅仅是样本数趋于无穷大时的才有最优值：

12
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(2)算法最终转化成为一个约束条件下的二次型寻优问题，从理论上说，得

到的将是全局最优点，解决了在神经网络方法中无法避免的局部极值闯题：

(3)算法具有强大的非线性和高维处理能力。保证了较好的推广能力，并解

决了维数问题，其算法复杂度与样本维数无关，只取决于支持向量的个数；

(4)算法在很大程度上解决了模型选择，过学习、非线性、维数灾难等问题。

3)核主成份分析法

Turk等人提出的主分量分析法在进行人脸特征提取时，只考虑了图像数据

中的二阶统计信息，未能利用数据中的高阶统计信息，忽略了多个像素间的非线

性相关性呻l。研究表明，一幅图像的高阶统计往往包含了图像边缘或曲线的多

个像素间的非线性关系。而核主成份分析(KPCA)是基于输入数据的高阶统计，

它描述了多个像素间的相关性，所以KPCA能够捕捉这些重要信息，从而取得

更好的效果。同时，KPCA的另一个优点就是可以把在输入空间不可线形分类的

问题变换到特征空间实现现行分类，简化了分类器的设计【卿。

Kernel PCA利用对偶表示把PCA应用到一个由核定义的特征空间，基本思想

是通过一个线性变换西把输入的向量化人脸图像数据工，ze∥映射到一个高维

的特征空间F，再在其中进行线性的主分量分析，从而提取特征。因此特征空间

中线性的删应着输入空问的非线性PeA，它可以把在输入空间无法线性分类的
数据交换到特征空间来实现线形分类．

4)核Fisher判决法

线性Fisher判决分析算法(Fisher Discriminant Analysis FDA)是R．A．F

isher于1936年提出的一种旨在降低特征维数的监督学习算法，FDA建立了一个

子空间(由所有的投影轴构成)，所有样本在这个子空间内满足类内散度最小，

类间散度最大。所有样本在这些投影轴上的投影系数可以作为样本的特征向量，

利用这些特征向量，就可以进行样本的分类识别。核Fisher判决分析算法(Kernel

Fisher Diseriminant Analysis舯A)是将核学习思想引入到FDA中所产生的一
种新的非线性特征提取方法。与KPCA算法类似，KFDA算法利用核学习方法的思想，

首先通过一个非线性映射将原空间中的数据映射到一个高维的特征空间中，通过

引入核函数就可以在这个高维空间中进行线性Fisher劳J决分析，这样，在高维空

问中所获得的样本特征相对于原空间来说就是非线性的特征，这些非线性特征更

有利于分类。

5)核独立成分分析法

ICA的出发点非常简单，它假设各成分是统计独立的且是线性的。但由于光

照、表情等因素的影响，它并不能处理人脸图像的非线性变化。核独立成分分析

法(Kernel ICA)是一种基于非线性函数空间的ICA方法f5“，它并不是现有ICA



方法的核化，而是一种新的ICA方法。

KICA方法将利用满足Mercer条件的核函数，将特征空间映射到一个核空

间，由核函数代替向量间的内积运算，实现非线性变换。KICA有两种实现方法，

核广义方差(Kernel Generalized Variance Analysis，KGVA)和核典型相关性分析

(Kernel Canonical Correlation Analysis，KCCA)．核广义方差和核典型相关性

分析的计算都可以归结为求特征值问题，不同之处是KCCA得到F相关系数的

最小特征值，而KGVA考虑到所有特征值(行列式)。

在盲源分离方面，KICA的鲁棒性优于ICA[51】。同时，有实验表明，在人脸

识别方面，KICA也要优于ICAIs2]。但其计算复杂，KGV和KcCA的不完全Cholesky

分解的时间复杂度都达到了0(柚f：忉，另外，在求解分解矩阵的最优化的过程中，

为了防止陷入局部最优的启发性方法也大大增加了计算时间。

1．4 人脸识别研究的难点和意义

1．4．1 人脸识别研究的难点

人脸识别是一项极具挑战性的任务，其困难主要体现在以下两个方面：

第一是人脸相似性．所有的人脸都具有相似的结构，在纹理上也比较接近，

因而构成了一种在空间上极接近的类别。人脸识别系统只能利用不同人脸之间的

细微差别来实现正确的识别任务。

第二是人脸的非刚体性。同一个人在光照、姿态，表情、人脸大小等不同条

件下所获得的图像有很大不同，更不用说发型、年龄、化妆以及装饰物的变化了．

因此，欲建立一种具有各种条件不变性的描述模型是极其困难的。

然而，人脸识别的复杂性和挑战性并没有影响人们对这一课题的研究热情，

这是与人脸识别潜在的应用价值和重要的理论意义是分不开的。

1．4．2 人脸识别研究的意义

人脸识别技术结合了认知科学、图象处理、计算机图形学、机器视觉和模式

识别等多个研究领域，研究的成果有着广阔的应用前景，意义主要体现在以下几

个方面：

首先，随着科学技术的不断发展，人们对安全防范的要求也越来越高，同时，

国家相关法律法规也要求以人防、物防、技防相结合的方式加强安全防范工作．

在这样的背景下，人脸识别技术也在国家安全、军事安全和公安、司法、民政、

14
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金融、民航、海关、边境、口岸、保险及民用等领域实际应用行到了应用。如：

公安布控监控、监狱监控、司法认证、民航安检、口岸出入控制、海关身份验证、

银行密押、智能身份证，智能门禁、智能视频监控，智能出入控制、司机驾照验

证、各类银行卡、金融卡、信用卡、储蓄卡的持卡人的身份验证，社会保险身份

验证等。

其次，人脸识别研究的一个主要内容是入脸特征提取的有效性，即判断并丢

弃人脸图像中的不重要的冗余信息甚至噪声，通过尽可能少的却是最具代表性的

有用信息来表征并区分不同的人脸，这对于图像压缩及信息传输也具有重要应用

价值。以主成分分析算法(PcA)为例，虽然单一的主成分特征用作人脸识别效

果有限，但主成分分析算法以其优良的压缩性能以及简单易行的优点，被广泛用

于人脸图像向量的最初降维处理，行之有效；另外，本文运用于特征融合的离散

余弦变换算法(OCT)，正是就是当今成熟的图像压缩技术JPEC,标准的理论基础。

再次，人脸识别技术的分支三维人脸识别技术作为一种典型的对于三维自然

物体的建模识别技术，自80年代末期开始，目前已经取得了一定的进展。三维人

脸建模技术利用深度图像自身的几何特征，利用深度图象处理技术，分析面貌曲

面的曲率等几何特征，对面貌曲面进行凹凸区域的分割、正侧面轮廓边缘的提取。

三维人脸模型旨在突破二维人脸图像的固有困难：(1)人脸塑性变形(如表情等)

的不确定性；(2)人脸模式的多样性(如胡须、发型、跟镜、化妆等)； (3)图

像获取过程中的不确定性(如光照的强度、光源方向等)．它的研究思想和实现方

法可为其它三维动态自然物体的识别提供重要理论和参考、借鉴。

最后，随着具有人脸识别功能的数码照相机、数码摄像机、手机、笔记本电

脑等高科技产品逐渐进入人们的日常生活，人脸识别技术这项尖端科技的优越性

已经被大众所认可，社会对此项技术的进一步需求促使越来越多的科研工作者满

怀热忱致力于该方面的研究。北京交通大学信息与科学技术研究所阮秋琦教授领

导的机器人智能技术课题组就为人脸识别技术的理论研究与实现提供了一个良

好的平台，大大推动了人脸识别以及相关人工智能技术的发展。

1．5 本论文的内容安排及工作

1．5．1 本论文的内容安排

人脸识别是一个非常值得研究的领域。并且，要实现在复杂条件下对人脸有

高准确率和快速度的耳标，还需要进行长足的研究与改进。作为自动人脸识别系

统中的核心人脸识别算法，对全部工作起着至关重要的作用。特别是在复杂外界



北哀交通太堂亟±堂位监室 绽述

条件下，如光照、背景、表情等，都对识别率有着重要影响．在目前的流行算法

中，几乎没有完美的在既能保证高识别率又能快速度的识别算法。对此，本论文

在以下几个方面对课题进行了研究与创新：

第一，在研究并实现已有的经典统计特征提取算法的基础之上，将ICA、

LDA、DCT算法进行融合，形成更为有效的人脸特征用于人脸识别。

第二，研究了支持向量机用于人脸识别的技术，提出的eosh核函数可以通

过调节核函数的参数来使核函数适应人脸特征。

第三，研究参数选择对支持向量机分类效果的影响，将微粒群算法运用于核

函数的选择，提高支持向量机参数选择效率。

第四，参与北京交通大学信息所人脸识别系统的设计，将ICA特征提取算

法和支持向量机运用于实时人脸技术。

1．5．2 本论文主要工作

全书共分五章，安排如下：

第一章综述，讨论了人脸识别的研究背景，按照研究内容、技术方法叙述了

人脸识别技术的发展历史，并说明了本文的研究内容和结构安排。

第-'霉tk脸特征提取及融合，详细介绍了目前人脸识别研究的主要算法包括

PCA、ICA、LDA、DCT，并将IcA、LDA、DCT算法进行融合。

第三章支持向量机分类器，阐述了机器学习基本问题、统计学理论、支持向

量机以及支持向量机参数选择，其中提出的基于eosh核函数用于入脸识别，并

提出基于离散微粒群算法的支持向量机参数选择方法。

第四章人脸识别系统，介绍了系统实现环境，系统流程，并迸行了详细演示。

证明了本文提出的cosh核函数用于实时人脸识别系统的可行性。
’

第五章全文总结，总结本论文的工作，讨论算法的创新性，对算法和实验的

不足之处做总结，对今后的工作提出了建议和想法。



2人脸特征提取及融合

特征抽取是模式识别研究的基本问题之一。对于图像识别而言，抽取有效的

图像特征是完成图像识别的首要任务。目前用于图像识别的特征可以分为如下几

种：

直观性特征。如图像的边缘、轮廓、纹理或区域等。在人脸识别中用得最多

的直观特征是几何特征，即人脸的五官尺寸及相对位置。这类特征虽然具有维数

低的优点，但对于同一个人因表情及光照等条件变化往往会导致其尺寸及相对位

置发生较大的变化，因此识别效果并不令人满意。

灰度的统计特征。如直方图特征，将图像看作一种二维随机过程，可以引入

统计上的各阶距作为特征来描述和分析图像，他们能够在保留主要分类信息的基

础上大大降低特征的维数。

变换系数特征。对图像作各种数学变换，可以将变换的系数作为图像的一种

特征，例如Fourier变换、Hough变换、Hadamard变换等在图像特征抽取方面均有

广泛应用。这类方法的优点是计算比较方便，但其去相关能力不强．系数特征的

维数仍较大。

代数特征．它反映图像的一种内在属性．将图像作为矩阵看待，可对其进行

各种代数变换，或进行各种矩阵分解。由于矩阵的特征向量反映了矩阵的一种代

数属性，并具有不变性，因此可作为图像特征。在人脸识别中，用来抽取图像代

数特征的典型方法是矩阵的奇异值分解(svD)。

2．1 PCA算法

PCA算法(Principle ComponentAnalysis)是一种主成分分析的算法【311．这种

方法将包含人脸图像区域看作一种随机向量，因此可以采用KL变换得到正交变换

基，对应其中较大的特征值的基底具有与入脸相似的形状．PCA算法利用这些基

底的线性组合可以描述、表达人脸和逼近人脸，因此可以进行人脸的识别和重建。

识别过程就是把待识别人脸映射到由特征脸张成的子空问中，与库中人脸的子空间

位置进行比较。人脸的重建就是根据待识别人脸在子空间的位置，还原到人脸空间

中。

主成分分析法(Principal ComponentAnalysis，简记为PCA)最早由KaIl Pearson

09m)所提出，其后由I-Iotelling(1933)将其扩展。其是考虑将资料中原有的P个变

数做霍特林(Hoteiling)变换或卡胡南冽夫(K-L变换)得到k倜新变数。此k侗新变
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数就是k个主成份。换种说法，就是利用样本资料阵，从原来111个参量中寻找少

数几个既能综合反映原来m个参量的信息，且彼此f司独立的综合指标的方法，其

作用在于降低参量空间的维数，提供多维参量的方便表示，也为其它的多元分析方

法提供较少参量的样本，而又不损失信息。

简单地说，求主成分的过程就是求所研究的多变量样本阵x的协方差阵C的

的特征单位向量的过程。

对于某一问题同时可以考虑好几个因素时，我们并不对这些因素个别处理，而

是将它们总和起来处理，这就是PCA。

Turk等人在20世纪90年代初提出了经典的特征脸法，利用主元分析(PCA)进

行人脸特征提取，并取得了较好的效果。

PCA实质上是K-L展开的网络递推实现，K-L变换是图像压缩中的一种最优

正交变换，其生成矩阵一般为训练样本的总体散布矩阵。特征脸方法就是将包含人

脸的图像区域看作是一种随机向量，因此可以采用K-L变换获得其正交K-L基底。

对应其中较大特征值的基底具有与人脸相似的形状，因此又称之为特征脸。利用这

些基底的线性组合可以描述、表达和逼近人脸图像，因此可以进行人脸识别和合成。

识别过程就是将人脸图像映射到由特征脸张成的子空间上，比较其与已知人脸在特

征脸空间中的位置。

具体算法如下：

第一步，计算特征脸

设人脸图像，ky)为二维Ⅳ×Ⅳ灰度图像，用Ⅳ2维向量r表示。人脸图像训练
集为

缸Jf=l，，膨)，其中M为训练集中图像总数。这M幅图像的平均值向量为：

牝古蕃L， (2．1)

每个人脸E与平均人脸甲的差值向量中。为：

ol=rf—LP；i=l'．．．，M (2．2)

训练图像的协方差矩阵可表示为：

C=AA7， (2．3)

其中A=FI'I，⋯，DⅣ】。三=爿7A．

特征脸由协方差矩阵c的正交特征向量组成．对于NxN人脸图像，协方差矩

阵c的大小为N2xN2，对它求解特征值和特征向量是很困难的，一种取而代之的



方法是解MxM个较小的矩阵。首先计算MxM矩阵L的特征向量

uO=1，⋯，M)：L=47A。

矩阵c的特征向量“，(，=l，⋯，M)由差值图像中。O=k．．，肘)与b0=1，⋯，肘)线

性组合得到：

u=k，．．．，‰】=p，．．，西。Ivl，．．．，％】=AV。 (2．4)

实际上，mI(m<M)个特征脸足够用于人脸识别。因此，仅取L的前121个最大特

征值的特征向量计算特征脸。m由门限值只确定：

．，=min{，I∑暑／∑乃>吼)
7 “ 川 (2．5)

第二步基于特征脸的人脸识别

基于特征脸的人脸识别过程由两个阶段组成：训练阶段和识别阶段。在训练阶

段，每个已知人脸L映射到由特征脸张成的子空间上，得到m维向量Qt：

QI=Ur(rI一'壬1)；．|}2l，一玩。 (2．6)

其中Ⅳc为已知人数．距离门限值见定义如下：

吃=寺max啦一Q。B；^I=l’⋯，虬· (2·7)

这里，主分量构成的投影矩阵U具有如下特点：

(a)最小化所有样本的重建误差：

E=min壹B一甲一UUr(F，一甲J； (2．8)

分析消除了原始特征的相关性．

在识别阶段，首先把待识别的图像r映射到特征脸空间，得到向量Q：

Q=u7r一甲， 佗．10)

．Q与每个人脸集的距离定义为：

￡：=粒一QIl2；七=l，．．．，％。 (2．11)

为了区分人脸和非人脸，还需计算原始图像r与由特征脸空间重建的图像L之



间的距离8：

《--F—L02，其中：r，=瑚Q+甲。 (2．12)

人脸分类规则如下：

·若s≥只，则输入图像不是人脸图像；

·若占<眈且Vk，&2吃，则输入图像包含未知人脸；

·若g<见且Vk，&<吃，则输入图像为库中第k个人的人脸。

本文并没有直接把主成分作为一种特征运用于人脸识别，而是利用主成分分析

法为ICA和LDA算法提供一种简单有效的降维方法。提取人脸图像向量的主要成

分作为进一步ICA和LDA算法的输入向量，摒弃噪声特征，提高运算的速度和识

别率。

2．2 ICA与FastICA算法

ICA[3"日方法假设目标信号由各个互相独立的源信号组成。ICh算法基于数据

问独立性最大的度量准贝u。假设有M个观察五，毛，⋯，h，其中每个观察各为若

r

干个独立源信号而，屯，⋯，吩的某种线性组合西=ZauSui=l，2，⋯，M。令
l=l

z=【五，毛，⋯％1r，s=b，屯，⋯％r则有如下矩阵形式：

X=As Q．13)

其中A∈五批Ⅳ，称为混合矩阵．令

J=材 (2．14)

其中矿称为分离矩阵。若估计出矿，则独立源信号可据(5)式求出。ICA算

法的核心问题就是估计分离矩阵ICA方法的实现需要选择一个准则度量信号间的

独立性。

目前有多个度量信号问独立性的准则，其中负熵是使用得较多的一个独立性

度量准则．考虑最简单的情况，负熵可使用如下的近似形式；

．，o，)*【占(G【y))一E(G(v))】z (2．15)

其中，对比函数G可为任意非二次函数，变量具有零均值和单位协方差，变

量v服从高斯分布，且也对应零均值和单位协方差，符号Eo代表数学期望。在

实际应用中，文献分析了以下几种形式的对比函数{

l

G10)="-．Llogcosh(alu) (2。16)



G20)=一÷戗p(一吒Ⅳ2／2) (2．17)
吃

1

G3∽={矿 (2．is)

分析表明，参数q，a2的取值范围为lsq≤2，o-2“1对比函数q，G2的近似效

果较好。另外，对比函数G的定义是一个一般性的定义：当数据为高度超高斯

分布(super-Gaussian)时，G2是一个较好的选择；而当估计呈亚高斯分布(sub

--Gaussian)的独立分量时，选用G，较合适。

快速ICA(Fast ICA)13s】【381算法由于具有较优的收敛速度而得到广泛的应用。

假设变量x为零均值矢量，玉，而，⋯xw为肘个样本。令彳=k，毛，⋯h】则其协方

差矩阵可表示为c=寺肠’求出C，⋯z，正向量仍，仍，⋯见，令矩阵

中=暾，仍，⋯％，】则可用下式对善进行白化变换：

t=A-V207j (2。19)

依据牛顿法，FastICA计算权重矢量w时采用如下公式进行迭代计算

w=E{tg(矿f)}一E{g‘(wrt)}w (2．20)

且每步迭代后均对W进行单位化。g代表对比函数G的导数函数。FastlCA算

法可按如下步骤实现：

(1)若数据不对应零均值，则做中心化，即将数据与均值向量相减。

(2)按(2．19)式对数据进行白化变换

(3)选定待求的独立分量的个数肼，令J=l。

(4)任意选择一个初始单位矢量w，

(5)令叶=E{e(wj7t)}-E{g‘(w／t)}wj (2．21)

(6)若J>1，做如下正交化
／=1

％=啊一∑(一7％)雌 (2．22)
k=l

否则，转下一步

(7)单位化一：一=一／l—l (2．23)

(8)若w，，不收敛，则转到步骤(5)．

(9)令j=j+l，若．，<m则转到步骤(4)

令y=M，⋯，w曩r，则按下式计算即得分离矩阵
矿=VA。啦中 (2．24)

2．3 LDA算法

2l



在用统计方法解决人脸识别问题时，碰到的问题就是维数问题。通常将一幅

包含nxm像素的图像看作是nxm维空间里的一个点。但是，nxm维这样的高

维空间对于快速而且鲁捧的识别方法是不太可行的。在低维空间里解析上或者计

算上行得通的方法，在高维空间里往往行不通。因此，降低维数就成为处理实际

问题的关键。线性判别分析，或者称为Fisher准则函数就是为了发现这样的投影

方向，使得样本类间离散度和样本类内离散度的比值最大。换言之，就是在这样

的投影方向，同一个类的样本聚集在一起，而不通类的样本相对比较分散。

度与一个删)类问题，Fisher准则函数定义的样本类间离散度并不是最
优的。这是因为该定义过分强度了那些具有较大类闫距离的类别，从而使得最后

的投影方向较好的愤慨这些类，但是却造成了其他类别的较大重叠。

LDA的目的是从高位特征空间里提取出最具有判别能力的低维特征，这些特

征能帮助将同一个类别的所有样本聚集在一起，不同类别的样本尽量的分开，即

选择食的样本类间离散度和样本类内离散度的比值最大的特征．

设有一个含有Ⅳ个样本的集合F，F中每一样本z为"维向量，设模式类

别有c个：q，呸，⋯哆每类有样本吩个，它们的总体散度矩阵墨(即总体协方差

矩阵)、类内散度矩阵琵和类问散度矩阵&分剐定义如下削：
三 一

是=∑以哆)(强一％)(％一so)1 (2．25)
t=1

1
一 ．

瓯=EP(q)E{(z—m,XX一％)2／q} (2．26)
i=l

Ⅳ

S=昆+乱=E{(x—mo)(X—mo)7)=∑(工一％)(x一‰)7 (2．27)
i=1

其中，P(co,)=n,／N第i类训练样本的先验概率，码=Etr，q)为第i类训练样

■

本的均值，％=E{x，=∑以qh为全体训练样本的均值。
i=l

Fisher鉴别准则函数定义为(4)式，另一等价的Fisher鉴别准则函数由(5)

给出：

圳=惩 ∞

荆=鬈 ∞．



其中，妒为任一厅维非零列矢量。

我们希望投影后在低维空问里不同类别的样本尽可能分得开些，同时希望每

个类别内部样本尽量密集。也就是说，样本类间离散度越大越好，而样本类内离

散度越小越好。因此，如果＆是非奇异矩阵，最优的投影方向％就是使得样

本类问离散度矩阵和样本类内离散度矩阵的行列式比值最大的那些正交特征向

量。因此，Fisher准则函数定义为

w咿=鹕max两WrS两bW]=【wl，w：，．．一。】 ㈣

根据线性代数理论，我们知道％就是满足如下等式的解

咒形=您，形a=1,2，．．．，肌) (2．31)

也就是对应于矩阵s。_1墨较大的特征值丑的特征向量。该矩阵最多只有c-1

个非零特征值，C是类别数目。

2．4 DCT算法

给定长度为Ⅳ的输入序列“0)它的DcT变换可由下式得到p5】闻

“七)：口忙)∑N-1Ⅳ(n}cos(!兰业)o≤七≤Ⅳ一1州钳㈣萎Ⅳ8警)眍腿Ⅳ-
热删=辱删=序Ⅲ一t
式中可以把“∽)序列视为一个向量，把DcT看作一个变换矩阵，

量v他)，即

1，=Cu

式中：c为D盱变换矩阵

(2．33}

得到输出向

(2．34)



c(k，雅)=

复原

1

{其中．i}=o，0Sn≤N-I，
0N

后州嘎芦，
l≤k≤N-I．0≤^≤N-I

(2．35)

式中，．．i}，刀为交换矩阵的行和列。

德到的V即为所需要的特征向量。还可以利用DcT的逆变换，将原图像进行

“=C一1v (2．36)

(一为C的逆矩阵。

有以上DCT的理论基础，可以看到DCT在以下几点优于特征脸方法：1)每一

幅图像矩阵看成一个向量，DcT可以对每个向量进行单独处理，提取出特征向量，

放入特征库里面，用于后面的识别；2)当新的图像需加入库中，经过预处理之

后，可以对该图像进行Dcr变换，无需考虑其他的图像。这样即使库中人脸图像

很多时，计算量也不大。而特征脸方法当有新的图像加入时，必须重新计算新图

像与原库中所有图像的协方差矩阵，以求出新的特征空问。

2．5 信息融合

2．5．1 信息融合概念

通过研究可以发现，对于复杂模式识别问题，如手复杂背景下的人脸识别，

可以说目前还没有一种简单的方法可以达到较高的识别率，每一种方法都有各自

的优点、缺陷和不同的适用范围，不同的特征和分类方法之问具有一定的互补性。

因此，研究如何将不同的方法有机地结合起来以充分发挥各自的优势，克服其缺

陷，从而构成信息融合型的识别系统，就成为当前模式识别研究的一个主要方向。

信息融合是针对一个系统中使用多种传感器这一特定问题而展开的一种信

息处理的新研究方向，因此，信息融合又可称作多传感器融合(蜗F)。信息融合

比较确切的定义可概括为利用计算机技术对按时序获得的若干传感器的观测信

息在一定准则下加以自动分析、综合以完成所需的决策和估计任务而进行的信息

处理过程。

信息融合的基本目标是通过信息组合而不是出现在输入信息中的任何个别



元素，推导出更多的信息，这是最佳协同作用的结果，即利用多个传感器共同或

联合操作的优势提高传感器系统的有效性。现在，信息融合技术已经成功地应用

于众多的研究领域，这些领域主要包括：机器人和智能仪器系统、智能制造系统、

战场任务与无人驾驶飞机、航天应用目标检测与跟踪图像分析与理解惯性导航自

动目标识别多源图像复合等。

IEEE国际遥感数据融合技术委员会将遥感数据融合分为数据、特征和决策

等三级融合【5刀【删。

2．5．2数据层融合

数据层融合【5观是直接在采集到的原始数据层上进行的融合。在各种传感器

的原始信息在未经预处理之前就进行数据的综合和分析。这是最低层次的融合，

如成像传感器中通过对包含若干特征的模糊图像进行图像处理和模式识别来确

认目标属性的过程就属于数据层融合。数据层融合强调图像之间的配准精度。通

常用于复合图像分析和理解等方面。

数据级融合的优点是能保持尽可能多的现场数据。提供其他融合层次所不能

提供的细微信息。缺点是没有有效的方法进行特性的一致性检验，具有一定的盲

目性．信息融合原则上不赞成在数据层上直接进行，主要局限在于：

(1)所要处理的传感器数量大，处理代价高、时问长、实时性差。

(2)约数据通信量较大，抗干扰能力较差。

(3)数据级融合是在信息的最低层进行的，由于传感器原始信息的不确定

性、不完全性和不稳定性，要求在数据级融合时有较高的纠错能力。

(4)各传感器信息之间具有的精确度要达到一个象素的校准精度，因此各
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Figure 2．1 Data Level Merge



传感器信息必须来自同质传感器。

从发展过程来看，基于象素的融合方法包括简单的融合法、金字塔融合法和

小波融合法；从作用域来看，可以分为空间域融合法和空间变换域融合法两大类。

2．5．3特征层融合

特征层融合[621是利用从各个传感器的原始信息中提取的特征信息进行综合

分析和处理的中间层次过程。通常所提取的特征信息应是原始信息的充分表示量

或统计量，据此对多传感器信息进行分类、汇集和综合。特征层融合可以有效地

改善识别性能，多特征提取可以提供比单特征提取更多的针对识别目标的特征信

息，增大特征空间维数，然而其技术却具有一定的复杂性．

特征级融合划分为两大类：目标状态数据融合和目标特性融合。

(1)特征级目标状态数据融合

特征级目标状态数据融合主要用于多传感器目标跟踪领域。融合系统首先对

传感器数据进行预处理以完成数据校准，然后实现参数相关的状态向量估计。

(2)特征级目标特性融合

特征级目标特性融合就是特征层联合识别，该融合方法是模式识别的相应技

术，只是在融合前必须先对特征进行相关处理，把特征向量分成有意义的组合。

特征级融合要求从原始影响数据提取特征，可提取的特征主要包括四类①几

何特征；②结构特征；③统计特征；④光谱特征．本文是对统计特征进行融合。

属于这类技术的方法有Bayes和Dempster-Shafer推理、带权平均法、神经

网络法、聚类分析法、表决法和小波变换融合法等。

I图像数据l L—-+
特． ——■ 特 识

I图像数据2 L—-’ 征 征 别
———-． ●

提 关 分

● ——+

l图像数据。L—_’ 取 联 类

圈2．2特征层融合

Figure2．2 FeatureLevel Merge



2．5．4决策层融合

决策层融合1601161】是在信息表示的最高层次上进行的融合处理。不同类型的

传感器观测同一个目标，每个传感器各自完成判断识别，得出对所观察目标的初

步结论，然后通过相关处理、决策级融合判决，最终获得联合推断结果，从而直

接为决策提供依据．因此决策级融合是直接针对具体决策目标，充分利用特征层

融合所得出的各类目标特征信息，并给出简明而直观的结果。

决策级融合主要优点是：

(1)融合中心处理代价低，具有很高的灵活性．

(2)通信量小，抗干扰能力强。

(3)当一个或几个传感器出现错误时，通过适当的融合，系统还能获得正

确结果，所以具有容错性．

(4)对传感器的依赖性小，传感器可以是同质的，也可以是异质的。

(5)系统对信息传输带宽要求较低。

(6)能有效她反映环境或目标各个便I面的不同类型信息。

决策级融合的缺点是要对原传感器信息进行预处理以获得各自的判定结果，

所以预处理代价高。

基于决策的融合技术分为两类：

(1)基于知识的决策技术，包括采用专家系统、神经网络和模糊逻辑等的

决策融合；

(2)基于识别的决策技术。

图像数据l L—一
特 识 决

图像数据2 L—呻 征 别
策

——_． 层

提 分
融

——_．

图像数据n L—斗
取 类 合

图2．3决策层融合

Figure 2．3 D蚴ofl Level Merge



2．5．5 人脸图像特征层融合

目标的识别分类有很多种方法，但获取的特征信息主要从不同的信号处理技

术手段得到，如特征空间投影、经典谱分析、小波分析、高阶统计量分析等，这

些技术手段只是根据人脸图像的部分信息进行相应的识别分类，各种单一特征难

免具有局限性，所以识别分类的效果很难令人满意。而运用信息融合技术，通过

对各传感器采集得到的各种各样的、大量的信息进行多层次的、综合处理，从而

最大限度地获得人脸图像的状态、特征等完整信息，进而产生有意义的、新的融

合信息，则可提高人脸图像的识别分类效果，为人脸识别技术的智能化发展提供

研究基础。本文研究的目的在于采用多特征融合的信息融合进行识别分类，从而

提高人脸识别分类的概率。

由试验结果可知，利用本章以上提到的单一特征所构建的人脸识别系统的识

别率均不理想，如表2．1所示，以ORL人脸库为例，共40个人，每人10幅图

像，前5幅用于训练，后5幅用作检测。不同的特征提取方法(PCA,ICA，LDA)

与不同的分类器(最小距离分类器，马氏距离分类器，余弦分类器，不同核函数

的支持向量机分类器)结合，识别率在90％上下浮动，难以达到实用要求。而作

为PCA改进方法的KPCA算法，虽然采用了目前流行的核方法，但以计算复杂

度为代价得到的识别率提升却十分有限。

表2．1分类器与特征提取方法组合
1'able 2．1 Classifien Combined with Features

最小距离 马氏距离 COS SVM(rbf) SVK(poly) SvM(1iner)

PcA 83．50％ 鹊．00jl 83．00％ 84．50％ 66．50％ 53．00％

KPcA ∞．O嘣 87．50薯 83．50％ 89．50％ 89．00％ 89．00％

IC^ 86．50％ 89．OO％ 71．50％ 90．瞄 87．OO％ 90．OO％

U)A 89．50％ 朗．O嘛 83．50％ 89．DO％ 91．50％ 92．OO％

为了改善特征质量，笔者曾尝试了一些特征处理的方法，如将入脸图像切割

后提取眼部、嘴部局部特征；或是对人脸图像加载蒙板突出局部特征的方法，但

由于这些局部特征方法破坏了人脸图像的整体特征，使得特征而且器官定位不准

确也使得识别效果不甚理想，甚至是画蛇添足。通过之前的理论描述本文认为，

这三种特征的识男J率相差不多但每种特征的侧重点却完全不同：DCT特征相对

其它两种特征而言更加关注人脸的轮廓特征，实验得到的最佳维数为20； ICA

特征是通过将人脸图像向量投影到一个特征子空间，从而可以选择性的保留更多

的细节部分信息，其最佳维数为135；LDA特征以追求可分性最优为基础一向都



被广泛使用，本文中维数为50。因此，本文尝试性的提出了基于IDA+Dcr+IcA

的特征层融合技术，对不同的方法提取的原始特征向量经过归一化处理之后线性

组合，形成具有一定的互补性的融合特征向量，综合利用了单一特征的有效鉴别

信息，并且弥补了单一特征的局限性，提高了特征的质量从而提高了识别率。

如表2．2所示，以ORL人脸库为例，共40个人，每人10幅图像，前5幅

用于训练，方后5幅用作检测。其中每一种特征提取以下的实验结果清楚的表明

了本文特征融合得优势，由于特征融合的影响，表2．2中的识别率普遍高于表2．1

中相应的识别率，两种特征融合的识别率至少为92．00％；三种特征融合的识别

率至少为93．50％；而最优识别率由单一特征条件下的92．oo％提高到97．50％，提

高了6％。(由下划线标出)．

本文认为，人脸图像特征提取在人脸识别技术中具有决定性意义，其重要程

度甚至要高于分类器的设计。在特征提取阶段，所得到的特征中有效信息是否突

出，是否可以从多个角度全面反映原有信息的特点，特征中的冗余信息甚至噪声

被丢弃得是否彻底，以及特征数据的大小即特征向量维数的多少都决定了特征提

取的成功与否。良好的特征是高识别率的保障，否则，不论分类器多么优秀识别

率都无法得到重大的改善，这一点从表2．1和表2．2数据比较即可明显的获得。

信息融合技术是一项复杂研究，本文从特征融合得的角度入手，将

LDA+DCT+ICA的特征线性组合作为人脸特征用于识别，对于特征质量的改善

以及识剐率的提升已经比较明显，可见特征融合以及信息融合技术确实是一种行

之有效的特征处理方法，应当得到足够的重视与进一步的研究。

表2．2特征融合识别率
Table 2．2 Recognition based Oil Feature Merge

I 最小距离 马氏距离 COS SVM(rbf) SVa(poly) SVM(1iner)

I LDA+DCT 93．00％ 94．00％ 92．00％ 96．O暇 93。OO％ 96．50‘

l LDA+DCT+ICA 93．50％ 96．OO％ 95．00％ 97．5嘣 97．00％ 97．O嘛

2．6本章小结

本章从理论上分析了几种经典的基于统计的人脸特征提取技术，并提出了本

文的一个创新点：基于ICA、LDA、DCT的人脸特征融合。

基于统计特征的方法尽管还存在很多不足，但总的来说在人脸识别中是有效

可行的，而且作为统计模式识别的方法还具有实现方便，直观等的优点。所以本

文将算法研究的重点放在基于统计特征的算法上，进行创新和改进。实验表明，



ICA、LDA、DCT的人脸特征融合可以很好的表征人脸特征，作为进一步的人脸

分类与识别奠定了良好的基础，并提出了加强特征融合研究的必要性。



3支持向量机分类器

3．1 概述

统计模式识别问题可以看作是一个更广义问题的特例，就是基于数据的机器

学习问题。基于数据的机器学习问题是现代智能技术中十分重要的一个方面，主

要研究如何从一些观察数据(样本)出发得出目前尚不能通过原理分析得到的规

律，利用这些规律去分析客观对象，对未来数据或无法观测的数据进行预测。现

实世界中存在大量我们尚无法准确认识但却可以进行观测的事物，因此这种机器

学习在从现代科学、技术到社会、经济等各领域都有着十分重要的应用。当我们

把要研究的规律抽象成分类关系时，这种机器学习问题就是模式识别。

迄今为止，关于机器学习还没有一种被共同接受的理论框架，关于其实现方

法大致可以分为三种：第一种是经典的(参数)统计估计方法。包括模式识别、神

经网络等在内，现有机器学习方法共同的重要理论基础之一是统计学。参数方法

正是基于传统统计学的，在这种方法中，参数的相关形式是己知的，训练样本用

来估计参数的值。这种方法有很大的局限性，首先，它需要已知样本分布形式，

这需要花费很大代价，还有，传统统计学研究的是样本数目趋于无穷大时的渐近

理论，现有学习方法也多是基于此假设。但在实际问题中，样本数往往是有限的，

因此一些理论上很优秀的学习方法实际中表现却可能不尽人意。第二种方法是经

验非线性方法，如人工神经网络(ANN)。这种方法利用已知样本建立非线性模型，

克服了传统参数估计方法的困难。但是，这种方法缺乏一种统一的数学理论．

与传统统计学相比，统计学习理论(Statistical[,earningTheory或SLT)是一种

专门研究小样本情况下机器学习规律的理论。该理论针对小样本统计问题建立了

一套新的理论体系，在这种体系下的统计推理规则不仅考虑了对渐近性能的要

求，而且追求在现有有限信息的条件下得到最优结果。v Vatmik与其领导的贝

尔实验室的小组从六、七十年代开始致力于此方面研究，到九十年代中期，随着

其理论的不断发展和成熟，也由于神经网络等学习方法在理论上缺乏实质性进

展，统计学习理论开始受到越来越广泛的重视．由于统计学习理论是建立在一套

较坚实的理论基础之上的，为解决有限样本学习问题提供了一个统一的框架。它

能将很多现有方法纳入其中，有望帮助解决许多原来难以解决的问题(比如神经

网络结构选择问题，局部极小点问题等)；同时，在这一理论基础上发展了一种新

的通用学习方法—一支持向量机(Support Vector Machines或SVM)，它已初步表

现出很多优于已有方法的性能。一些学者认为，SLT和SVM正在成为继神经网

络研究之后新的研究热点，并将有力地推动机器学习理论和术的发展。我国早在



八十年代末就有学者注意到统计学习理论的基础成果。

支持向量机方法是建立在统计学习理论的VC维理论和结构风险最小原理

基础上的，根据有限的样本信息在模型的复杂性(即对特定训练样本的学习精度，

Accuracy)和学习能力(即无错误地识别任意样本的能力)之间寻求最佳折衷，以期

获得最好的推广能力(Gcnc'ralizationAbility)。支持向量机方法的几个主要优点有：

1)它是专门针对有限样本情况的，其目标是得到现有信息下的最优解而不仅

仅是样本数趋于无穷大时的最优值。

2)算法最终将转化成为一个二次型寻优问题，从理论上说，得到的将是全局

最优点解决了在神经网络方法中无法避免的局部极值问题。

3)算法将实际问题通过非线性变换转换到高维的特征空帅eature Space)，
在高维空间中构造线性判别函数来实现原空间中的非线性判别函数，其特殊性质

能保证机器有较好的推广能力，同时它巧妙地解决了维数问题，其算法复杂度与

样本维数无关。

统计学习理论从七十年代末诞生，到九十年代之前都处在初级研究和理论准

备阶段，近几年才逐渐得到重视，其本身也趋向完善，并产生了支持向量机这一

将这种理论付诸实现的有效的机器学习方法。目前，SVM算法在模式识别、回

归估计、概率密度函数估计等方面都有应用。．例如，在模式识别方面，对于手写

数字识别、语音识别、文章分类，基因识别等问题，SVM算法在精度上已经超过

传统的学习算法或与之不相上下．

支持向量机是建立在统计学习理论的基础上一种通用学习方法，因此先对统

计学习理论做一个简单介绍，给出SVM的理论基础。

3．2 机器学习的基本问题

3．2．1 机器学习理论

机器学习嘟I叫(Machi∞I脚-ning)是研究计算机怎样模拟或实现人类的学>-j
行为，以获取新的知识或技能，重新组织已有的知识结构使之不断改善自身的性

能。它是人工智能的核心，是使计算机具有智能的根本途径，其应用遍及人工智

能的各个领域，它主要使用归纳、综合而不是演绎．

机器学习是关于理解与研究学习的内在机制、建立能够通过学习自动提高自

身水平的计算机程序的理论方法的学科．近年来机器学习理论在诸多应用领域得

到成功的应用与发展，已成为计算机科学的基础及热点之一。采用机器学习方法

的计算机程序被成功用于机器人下棋程序、语音识别，信用卡欺诈监测、自主车



辆驾驶、智能机器人等应用领域，除此之外机器学习的理论方法还被用于大数据

集的数据挖掘这一领域。实际上，在任何有经验可以积累的地方，机器学习方法

均可发挥作用。

学习能力是智能行为的一个非常重要的特征，但至今对学习的机理尚不清

楚。人们曾对机器学习给出各种定义。H．A．Simon认为，学习是系统所作的适应

性交化，使得系统在下一次完成同样或类似的任务时更为有效。R．s．Miehalski认

为，学习是构造或修改对于所经历事物的表示。从事专家系统研制的人们则认为

学习是知识的获取。这些观点各有侧重，第一种观点强调学习的外部行为效果，

第二种则强调学习的内部过程，而第三种主要是从知识工程的实用性角度出发

的。

机器学习在人工智能的研究中具有十分重要的地位。一个不具有学习能力的

智能系统难以称得上是一个真正的智能系统，但是以往的智能系统都普遍缺少学

习的能力。例如，它们遇到错误时不能自我校正；不会通过经验改善自身的性能；

不会自动获取和发现所需要的知识。它们的推理仅限于演绎而缺少归纳，因此至

多只能够证明已存在事实、定理，而不能发现新的定理、定律和规则等。随着人

工智能的深入发展，这些局限性表现得愈加突出。正是在这种情形下，机器学习

逐渐成为人工智能研究的核心之一。它的应用已遍及人工智能的各个分支，如专

家系统，自动推理、自然语言理解、模式识别、计算机视觉、智能机器人等领域。

其中尤其典型的是专家系统中的知识获取瓶颈问题，人们一直在努力试图采用机

器学习的方法加以克服．

机器学习的研究是根据生理学、认知科学等对人类学习机理的了解，建立人

类学习过程的计算模型或认识模型，发展各种学习理论和学习方法，研究通用的

学习算法并进行理论上的分析，建立面向任务的具有特定应用的学习系统。这些

研究目标相互影响相互促进。

机器学习已经有了十分广泛的应用例如搜索引擎、医学诊断、检测信用卡欺

诈、证券市场分析、DNA序列测序、语音和手写识别、战略游戏和机器人运用。

自从1980年在卡内基-梅隆大学召开第一届机器学术研讨会以来，机器学习

的研究工作发展很快，已成为中心课题之一．

目前，机器学习领域的研究工作主要围绕以下三个方面进行；

(1)面向任务的研究研究和分析改进一组预定任务的执行性能的学习系

统。

(2)认知模型研究人类学习过程并进行计算机模拟．

(3)理论分析从理论上探索各种可能的学习方法和独立于应用领域的算

法。



机器学习是继专家系统之后人工智能应用的又一重要研究领域，也是人工智

能和神经计算的核心研究课题之一。现有的计算机系统和人工智能系统没有什么

学习能力，至多也只有非常有限的学习能力，因而不能满足科技和生产提出的新

要求。本章将首先介绍机器学习的定义、意义和简史，然后讨论机器学习的主要

策略和基本结构，最后逐一研究各种机器学习的方法与技术，包括机械学习、基

于解释的学习、基于事例的学习、基于概念的学习、类比学习和基于训练神经网

络的学习等。对机器学习的讨论和机器学习研究的进展，必将促使人工智能和整

个科学技术的迸一步发展．

3．2．2 机器学习的定义和研究意义

学习是人类具有的一种重要智能行为，但究竟什么是学习，长期以来却众说

纷纭。社会学家、逻辑学家和心理学家都各有其不同的看法。按照人工智能大师

西蒙的观点，学习就是系统在不断重复的工作中对本身能力的增强或者改进，使

得系统在下一次执行同样任务或类似任务时，会比现在做得更好或效率更商。西

蒙对学习给出的定义本身，就说明了学习的重要作用．

1959年美国的塞缪尔(Samuel)设计了一个下棋程序，这个程序具有学习能

力，它可以在不断的对奕中改善自己的棋艺．4年后，这个程序战胜了设计者本

人。又过了3年，这个程序战胜了美国一个保持8年之久的常胜不败的冠军。这

个程序向人们展示了机器学习的能力，提出了许多令人深思的社会问题与哲学问

题。 ．

机器的能力是否能超过人的，很多持否定意见的人的一个主要论据是：机器

是人造的，其性能和动作完全是由设计者规定的，因此无论如何其能力也不会超

过设计者本人。这种意见对不具备学习能力的机器来说的确是对的，可是对具备

学习能力的机器就值得考虑了，因为这种机器的能力在应用中不断地提高，过一

段时间之后，设计者本人也不知它的能力到了何种水平。

至今，还没有统一的“机器学习”定义，两且也很难绘出一个公认的和准确的

定义。为了便于进行讨论和估计学科的进展，有必要对机器学习给出定义，即使

这种定义是不完全的和不充分的。顾名思义，机器学习是研究如何使用机器来模

拟人类学习活动的一门学科。稍为严格的提法是：机器学习是--rl研究机器获取

新知识和新技能，并识别现有知识的学问。这里所说的“机器”，指的就是计算机；

现在是电子计算机，以后还可能是中子计算机、光子计算机或神经计算机等等。

3．2．3 机器学习的发展史



机器学习是人工智能研究较为年轻的分支，它的发展过程大体上可分为4

个时期。

第一阶段是在50年代中叶到60年代中叶，属于热烈时期。

第二阶段是在60年代中叶至70年代中叶，被称为机器学习的冷静时期。

第三阶段是从70年代中叶至80年代中叶，称为复兴时期。

机器学习的最新阶段始于1986年。机器学习进入新阶段的重要表现在下列

诸方面： ．

(1)机器学习已成为新的边缘学科并在高校形成一门课程。它综合应用心理

学、生物学和神经生理学以及数学，自动化和计算机科学形成机器学习理论基础。

(2)结合各种学习方法，取长补短的多种形式的集成学习系统研究正在兴

起。特别是连接学习符号学习的耦合可以更好地解决连续性信号处理中知识与技

能的获取与求精问题而受到重视．

(3)机器学习与人工智能各种基础问题的统一性观点正在形成。例如学习与

问题求解结合进行、知识表达便于学习的观点产生了通用智能系统SOAR的组

块学习。类比学习与问题求解结合的基于案例方法已成为经验学习的重要方向。

(4)各种学习方法的应用范围不断扩大，一部分已形成商品。归纳学习的知

识获取工具已在诊断分类型专家系统中广泛使用。连接学习在声图文识别中占优

势．分析学习已用于设计综合型专家系统。遗传算法强化学习在工程控制中有较

好的应用前景。与符号系统耦合的神经网络连接学习将在企业的智能管理与智能

机器人运动规划中发挥作用。

(5)与机器学习有关的学术活动空前活跃。国际上除每年一次的机器学习研

讨会外，还有计算机学习理论会议以及遗传算法会议。

3．2．4 机器学习系统的基本结构

图3．1表示学习系统的基本结构．环境向系统的学习部分提供某些信息，学

习部分利用这些信息修改知识库，以增进系统执行部分完成任务的效能，执行部

分根据知识库完成任务，同时把获得的信息反馈给学习部分．在具体的应用中，

环境，知识库和执行部分决定了具体的工作内容，学习部分所需要解决的问题完

全由上述3部分确定。下面我们分别叙述这3部分对设计学习系统的影响。



图3．1学习系统的基本结构

Figure 3．1 Smktm-e ofMad．no Lem'amg

影响学习系统设计的最重要的因素是环境向系统提供的信息。或者更具体地

说是信息的质量．知识库里存放的是指导执行部分动作的一般原则，但环境向学

习系统提供的信息却是各种各样的。如果信息的质量比较高，与一般原则的差别

比较小，则学习部分比较容易处理。如果向学习系统提供的是杂乱无章的指导执

行具体动作的具体信息，则学习系统需要在获得足够数据之后，删除不必要的细

节，进行总结推广，形成指导动作的一般原则，放入知识库，这样学习部分的任

务就比较繁重，设计起来也较为困难。

因为学习系统获得的信息往往是不完全的，所以学习系统所进行的推理并不

完全是可靠的，它总结出来的规则可能正确，也可能不正确。这要通过执行效果

加以检验。正确的规贝Ij能使系统的效能提高，应予保留；不正确的规则应予修改

或从数据库中删除．

知识库是影响学习系统设计的第二个因素。知识的表示有多种形式，比如特

征向量、一阶逻辑语句、产生式规则、语义网络和框架等等。这些表示方式各有

其特点，在选择表示方式时要兼顾以下4个方面：

(1)表达能力强。(2)易于推理。(3)容易修改知识库。(4)知识表示易于扩展。

对于知识库最后需要说明的一个问题是学习系统不能在全然没有任何知识

的情况下凭空获取知识，每一个学习系统都要求具有某些知识理解环境提供的信

息，分析比较，做出假设，检验并修改这些假设。因此，更确切地说，学习系统

是对现有知识的扩展和改进．

执行部分是整个学习系统的核心，因为执行部分的动作就是学习部分力求改

进的动作．同执行部分有关的问题有3个：复杂性、反馈和透明性。



3．3统计学理论

3-3．1 VC维

VC维的定义如下：对于一个指示函数集，如果存在h个样本能够被函数集

中的函数按所有可能的2的h次幂种形式分开，则称函数集能够把h个样本都打

散，h的最大值就是函数集的VC维。VC维是统计学习理论(sL：r)中的一个重

要概念，它是函数集学习性能的重要指标。目前尚没有通用的关于任意函数集

VC维计算的理论，只知道一些特殊的函数集的VC维。比如，在意维空间中线

性分类器和线性实函数的VC维是n+l，而f(x,et)=sin(ax)的VC维则为无穷大。

对于给定的学习函数集，如何(用理论或实验的方法)计算其VC维是当前统计

学习理论中有待研究的一个问题【⋯。

3．3．2 推广性的界

SLT(Statistical Lcaming Theory)中关于经验风险和实际风险之间的关系的结

论即为推广性的界。推广性的界是建立在VC维基础上的，关于二值分类问题，

结论是：对于指示函数集中的所有函数(包括使经验风险最小的函数)，经验风险

R廿-ap(w)与实际风险R(w)之问以至少1．n的概率满足下式

R(W)≤R。。(w)+ (3．1)

式中，^为函数集的VC维，斗为样本数。

这一结论从理论上说明了学习机器的实际风险由两部分组成：一是经验风险

(训练误差)，另一部分称为置信范围，它与学习机器的VC维及训练样本数有

关。其关系可以简单地表示为式：
计

R(形)≤R。。(w)+吠刁 (3．2)
叩

它表明在有限训练样本下，学习机器VC维越高(复杂性越高)则置信范围越

大，导致真实风险与经验风险之间可能差别就越大。这就是为什么会出现过学习

现象地原因。机器学习过程不但要使经验风险最小，还要使VC维尽量小，以缩

小置信范围，才能取得较小地实际风险，即对未来样本有较好地推广性。

需要指出，推广性的界是对于最坏情况的结论，在很多情况下是较松的，尤

其当VC维较高时更是如此。当h／n>O．37时这个界肯定是松弛的，当VC维无



穷大时这个界就不再成立。而且，这种界只在对同一类学习函数进行比较时有效，

可以指导我们从函数集中选择最优的函数，在不同函数集之间比较却不一定成

立。Vapnik指出，寻找更好地反映学习机器能力的参数和得到更紧的界是学习理

论今后的研究方向之一。

3．3．3 机构化风险最小化原则

ERM原则在样本有限时是不合理的。实际上需要同时最小化经验风险和置

信范围。其实，在传统方法中，学习模型和算法的过程就是调整置信范围的过程，

如果模型比较适合现有的训练样本，则可以取得较好的效果。但是因为缺乏理论

指导，这种选择只能依赖先验知识和经验，造成了如神经网络等方法对使用者“技

巧”的过分依赖。

统计学习理论提出了一种新的策略，即把函数集构造为一个函数子集序列，

使各个子集按照VC维的大小(即自信范围的大小)捧列；在每个子集中寻找最小经

验风险，在子集间折中考虑经验风险和置信范围，取得实际风险的最小值。这种

思想称作结构风险最小化(saua删msk M缸nliz砸∞，结构风险最小化)即SRM
原则。 统计学习理论还给出了合理的函数子集结构应满足的条件及在SRM原

则下实际风险收敛的性质。

实现SRM原则有2种思路：

1)在每个子集中求最小经验风险，然后选择使最小经验风险和置信范围和

最小的子集。显然这种方法比较费时，当子集数目很大甚至无穷时是不可行的。

2)设计函数集的某种结构，使每个函数集都能够取得最小的经验风险(如使

经验误差为01，然后只需选择适当的子集使置信范围最小，函数就是最优函数。

3．4支持向量机

支持向量机嗍【63】(svM,Support Vector Machines)，Y法是建立在统计学习理

论的VC维理论和结构风险最小原理基础上的，根据有限的样本信息在模型的复

杂性，即对特定调练样本的学习精度(Accuracy)和学习能力(即无错误地识别任意

样本的能力)之间寻求最佳折衷，以期获得最好的推广能力(Goacralization

Ability)。在SVM方法中，只要定义不同的内积函数f或者称为核函数)，就可以

实现许多不同的学习算法．



3．4．1 最优分类超平面

支持向量机是从数据分类问题的研究中发展而来的，在数据分类问题中，如

果采用通常的神经网络方法，可以简单地描述为：系统随机产生一个超平面并移

动它，直到数据集中属于不同类的点正好位于超平面的不同侧面。这种处理机制

决定了采用神经网络进行数据分类最终获得的分类超平面将相当靠近训练集中

的点，在绝大多数情况下，它并不是最优解。而SVM考虑寻找一个满足分类要

求的超平面，并且使训练集中的点距离分类面尽可能的远，也就是寻找一个分类

面使它两侧的空白区域(ma咖)最大[661．

图3．1最优分类超平面

Figure 3．1 Optimal Hyperplane

如图3．1所示，方点和圆点代表两类样本，H为把两类样本正确地分开的分

类线。Hi。1-12分别为通过各类样本中离分类线最近的点且平行于分类线的直线，

也就是要求分类线不但能将两类样本正确地分开，而且要使HI和H2之间的间

隔最大。分类线方程为

工·w+b=0 (3．3)

对它归一化，使对线性可分样本集@+弘)，f=1，⋯，n，x∈∥，)，∈{l，一1)，满足

咒【(’．，·而)+厶卜l≥0,i=1,---,几 (3．4)

这样分类间隔就等于2／8卅l，因此使分类间隔最大就等价于最小化ll¨{卜因此满

足(3．4)并且使0M{I最小的分类面就是最优分类面，日l和日2上的训练样本就是支
持向量(图3．1中的实心的圆点和方点)，满足(3t4)的等号。

实际上使分类间隔最大就是对推广能力的控制，这是SVM的核心思想之一

统计学习理论指出，在Ⅳ维空间中，设样本分布满足脚≤且，l川≤A，则指示



函数集厂0，嵋6)=sgn{(w-力+功的VC维满足下面的界

h≤min(【帮A2】，加+l (3．5)

从式(3．5)可以看出最小化I卅I就是使VC维的上界最小，从而实现结构风险
最小化准则对函数复杂性的选择。

利用Lagrange优化方法，根据Wolfe的对偶理论可以把上述分类问题转化

为它的对偶问题，最大化泛函：

Q∽=∑吁一去∑乏>∞蚂G·xj) (3．6)

∑yla,=o， (3．7)
121

0≤％，i=1，⋯，一 (3．8)

q为第i个样本相对应的Lagrange乘子，这是一个有不等式约束的二次规

划闯题，因此存在唯一解。解上述问题后得到的最优分类函数是
三

，(功=sgn{(w’力+6)=z纠{艺q咒“，甸+6) (3．9)
j一

其中，口是(3．6)，(3．7)，(3．8)的解，b是分类阂值，可以用任一个支持

向量满足。

值得注意的是，对于N维空间中的线性函数，其VC维为N+l，当维数较

高时VC维相应较大，由(3．5)可知，由于受到8川s_的约束，其VC维有可
能大大减小，也就是说在十分高维的空间中也可以得到较小VC维的函数集，使

有效地对付维数灾难成为可能。

3．4．2 最优广义分类面

最优分类超平面是在线性可分的前提下讨论的，在线性不可分的情况下，就

是某些训练样本不能满足式(3．4)的条件，因此可以在条件中增加一个非负的

松弛变量善，i=l，⋯，，，放宽条件(3．4)，从而变为：

乃(，．，·玉+6)2l一手， f=l，⋯，， (3．10)

f≥o，i=19·1"9， (3．11)

显然，当分割出现错误时，专大于零，于是∑毒是训练错误数量的一个上界，

在约束条件(3．10)下对∑毒求极小，就得到线形不可分情况下的最优分类面，
成为广义最优分类面。引入错误惩罚分量，目标函数变为：

O(w,O={(w，w)+c(∑善，) (3．12)



其中C是一个可调参数，它实际上起控制对错分样本惩罚的程度作用，实

现在错分样本与算法复杂度之间折衷，C越大，对错误的惩罚越重。类似线性可

分时的技巧处理，可知为了找到广义最优分类面的系数：

w=∑呸只薯 (3．13)

必须解决一个二次规划问题：
在约束条件

O≤珥≤Ci=1,---,Z (3．14)

∑q咒=o (3．15)

下，求

∥㈣=∑哆一去∑∑聃q哆@·丐) (3．16)
闩 ^i--Ij=l

的最大值。

我们需要初始La罂ange函数的Kohn-Tuekef条件，下面先给出初始的

Lagrange函数：

工(w，6，口)：委l¨{12 4-∑i q协‘w-x+b)一l+孝≯一圭以轰 (3．17)
‘tfl 扣l

由Kohn-Tucker定理可知，最优解满足

要：C-aj-肛=0 (3．18)

啦以(M，·曲+6一l+f，)=o，Ⅵ

q，所，点->0,Vi

辟毒=0,Vi

(3．19)

(3．20)

(3．21)

由(3．18)，(3．19)可知，如果％<c，则磊为零。于是只选择i满足o<q<c，

即可通过(3．19)求出b。式(3．18)到(3．21)又称为l(|汀条件，由于KKT条件

是最优解应满足的充要条件，所以目前提出的一些算法几乎都是以是否违反KKT

条件作为迭代策略的准则。

3．4．3 支持向量机

前面讨论的最优和广义线性分类函数，其最终的分类判别函数(3．9)中只

包含待分类样本与训练样本中的支持向量的内积运算O·力，同样，它的求解过

程式(3．6)(3．7)中也只涉及训练样本之间的内积运算O·力，可见，要解决一

个特征空间中的最优分类问题，我们只需要知道这个空间中的内积运算即可。

按照广义线性判别函数的思路，要解决非线性问题，可以设法将它通过非线



性变换转化为另一个空间中的线性问题，在这个变换空间求最优或广义最优分类

面。考虑到最优分类面算法的性质，在这个变换空间中，我们只需要进行内积运

算，甚至没有必要知道采用的非线性变换的形式，而只需要它的内积运算就可以

了。只要变换空间中的内积可以用原空间中的变量直接计算得到，则即使变换空

间的维数增加很多，在其中求解最优分类面的问题并没有增加多少计算复杂度。

实际上，我们只要定义变换后的内积运算，而不必真的进行这种变换。统计学习

理论指出，根据Hilbert-Schmidt原理，只要一种运算满足Mercer条件，它就可

以作为这里的内积使用。

定理3．1(Mercer条件)湖对于任意的对称函数圈kj'，它是某个特征空间

中的内积运算的充分必要条件是，对于任意的烈习≠OR I伊2(x)ax<00有

l阪v獗咖俐>o (3．22)

这一条件不难满足。

只要一种核函数置“，工，)满足M∞。磔件，它就对应某一特征空间中的内
积，即在最优超平面中采用适当的核函数足如，x，)就可以实现某一非线性变换后

的线性分类，而计算复杂程度却不会增加。此时，目标函数(3．4．13)变成

MaxⅣ1∽=∑吩一去∑∑J仍呸丐K“·_) (3．23)
爿 ‘i=1月

上
啦∑q乃=0

i=l

Os％sC,i=l，⋯，，

三
w=艺ay,*(x3

i---I

相应的判别函数(3．9)变为：

r 1

y=sgnI∑otiyiK(xix)+b I (3．24)

L^6∥ J

推导过程与前面完全相同，只是把那里的毛五分别换成q破似五)．

不难看出为了求分离曲面，不必知道西(功的确切表达式，只要知道如何由

输入毛五计算内积(中(曲D事(再))就够了，即

(oO’口④(五))=K(‘五) (3．25)

tC(x，玉)称为核函数。

这个事实对构造支持向量机有重要意义，当特征向量的维数巨大时(实际情

况常常如此有时甚至是无穷维)，若直接计算内积其复杂程度是可想而知的．因

此行不通。上述事实指出：高维特征空间中内积运算，可转化为低维输入空间(相



对而言维数要低得多)上一个简单的函数计算．
定义3．1称判别函数

r一 1
Y=sgnI∑q咒足“力+6 l (3．26)

he∥ J

为支持向量机(supportV咖,rMachine)，简写为：SVM．
概括的讲，SVM就是首先通过用内积空间定义的非线性变换把输入空间变

换到一个高维特征空间，在这个空间中求(广义)最优超平面。支持向量机分类函

数形式上类似于一个神经网络，其输出是若干中间层节点的线性组合，而每一个

中间层节点对应于输入样本与一个支持向量的内积。(如图3．2所示)

在支持向量机中，函数K称为内积的卷积核函数，它可以看作在样本之间

定义的一种距离。由于最终的判别函数中实际只包含与支持向量的内积求和，内

积在这里最为描述相似度地工具。因此识别时的计算复杂度取决于支持向量的个

数，而不是特征空间的维数．

图3．2SVM示意图

Figure 3．2 SVM Stnlamt

3．4．4 核函数研究及改进

(xN，曲

选择满足M∞嘟条件的不同内积核函数，，我们可以构造实现输入空间中不

同类型的非线性决策面的学习机．所以如何构造、选择核函数是一个重要的问题。

目前研究最多的核函数主要有三类核函数【6刀：

(1)多项式形式核函数：

K(x，y)=“】【’y卜1)‘ (3．27)



此时得到的支持向量机就是一个d阶多项式分类器。特别当d=l时，此时

就是线性核函数，也成为线性支持向量机。

(2)径向基核函数：
¨ 112

K(硼：exp(．峰粤) (3．28)
二盯

得到的支持向量机是一种径向基函数分类器。它与传统的神经网络种的RBF

网络的基本区别是：这里的每一个基函数的中心都对应于一个支持向量，它们以

及输出权值都是由算法自动确定的．

(3)Sigmoid核函数：

K(x，y)=tanh(v(x，)，)+c) (3．29)

其中v和C是常数；则支持向量机实现的就是一个两层的感知器神经网络，不

过这里网络的权值、隐层结点数目都是由算法自动确定的。

图3．3、图3．4分别是两种核函数的示意图，图中x坐标、y坐标代表核函数

K(】【'y)中的x、y值，z坐标代表核函数的值。可以很直观的看出，随着X、y值越

来越相似，K(x，y)的值就会逐渐增大；当x、y相似度最高，即x=y时，K(x，y)达

图3．3RBF核函数示意图

Figure 3．3 RBF Kernel Fi．u3cfion

到最大值。这就是通过内积来体现相似度的基本原理。

但不同的核函数所体现的相似度也有很大的差异，如图3．4，图形在中部有

一个很明显的凹陷，我们可以认为线形核函数，即(3．4．23)中d-l的情况，更加

关注取边缘值的x’y的相似度。

惠康华，李春利提出叼再生核函数口11：



琢力=堂气骞掣型 @s∞

图3A线形核函数简单示意图

Figure3．4Lincm-KemolFuncdon

图3．5参数选择对核函数的影响示意图

Figure 3．5 ChmⅫ：时’s Impact Oil Kernel Function



其中a=O，b=l鉴于a，b确定后该核函数分母为常数，本文进行对其改进为：

融力：触甜掣-a-b)+O-；O础拦孕书抄 (3．31)
m WZ

图3．5展示了参数变化对本文中改进的cosh核函数的影响，第一行中三幅核函

数图像从左到右分别是丑印．2’o．5，0．7；第二行中三幅核函数图像从左到右分别是

wl=o．5，1，1．5；第二行中三幅核函数图像从左到右分别是w2=0．5，2，2．5。

可见，通过改变参数，可对核函数进行细致的微调，以适用于不同特性的样

本提高分类正确率。

仍以ORL人脸库为例，共4阶人，每人10幅图像，前5幅用于训练，后5幅用
作检测。不同的特征提取方法与不同的分类器结合，识别结果见表4．1。其中每

一行是一种特征提取方法，每一列一种分类器。实验证明，本文中改进的cosh核

函数的识别率高于常用的三种核函数，见表3．1．

表3．1改进的cosh核函数的识别率
Table 3．1№ognj面n Ratio With the impmwd c06h Kernel Function

SvM(RBF) SⅧ(poly) SⅦ(1iner) SVM(cosh)

Ⅸ玎+D(玎 93．OO％ 88．50％ 92。50％ 93．OO％

Fisher+ⅨT 96．OO％ 93．OO％ 96．50％ 96．50％

Fisher+ⅨX+ICA 97．50％ 96．50％ 97．OO％ 98。00％

3．5 支持向量机参数选择

3．5．1 参数选择方法

我们称学习机对未知数据进行分类的性能为推广能力，推广能力的优劣直接

影响着学习机的性能，遗憾的是，对学习机的推广能力的估计还没有形成简单、

准确的方法。

通过对支持向量机的大量实验研究表明，参数选择(主要是核函数的参数选

择)在支持向量机中是至关重要的，由于参数变换导致的推广能力的波动甚至大

于核函数类型变换对推广能力的影响，不恰当的参数可能导致推广能力下降为零

(即识别错误率为100％)．核函数参数对支持向量机的推广能力的影响如图3．7

所示。

然而，支持向量机核函数参数的选择至今没有一个完善而具体的理论指导，



已证明的留一法对分类性能的估计是无偏的，但其计算量比较大，因此提出以下

比较公认的简化计算量的定理，实现对支持向量机推广能力的衡量：

定理3．1p町：如果一组训练样本能够被一个最优分类面和支持向量机分开，

则对于测试样本分类错误率的期望的上界是训练样本中平均的支持向量占总训

练样本数的比例，即：

F(／'(error))≤焉黼 (3．32)

因此只要能够选择适当的参数，构造一个支持向量数相对较少的最优分类面，便

可以得到较好的分类。

优化过程就是要找到使e(P(error))最小的C和五，谢，们，通过对径向基

核函数SVM的参数c研究可知，c是在结构风险和样本误差之间做出折衷，取值

与可容忍的误差相关，较大的C值允许较小的误差，较小的C值则允许较大的误

差。

由图3．6可知，c取值足够大，即可满足较好的分类能力，因此，参数选取重

点关注支持向量机核函数的参数选取。传统的选取方法是Gfid方法[删，其实质是

一种遍历的方法，各个参数在其范围内遍历所有可选值，选取最优解。该方法随

着参数和格点数的增加，计算时回大大增加。因此本文提出将离散微粒群算法用

于支持向量机的参数选择．

图3．6参数C与支持向量数与错误识别率关系

Figure3．6Charac妇Cand黜∞画d佃ErrorBased∞SVM

47



．图3．7参数，与支持向量致与错误识别率关系

Figure3．7QⅢ”嘧，，andRecognitionErrorBa,商onSVM

3．5．2 微粒群算法原理及算法流程

受到鸟群觅食的启发，J．Kennedy-和R．C．EberhaIt于1995年提出了微粒群算法

O,so)t721，该算法是一种进化计算技术，经过众多学者十余年的研究，它已被广

泛应用于解决多个领域的优化问题，如神经网络训练、电磁学等等‘731．与传统的

优化算法相比，微粒群算法能搜索非线性多蜂的复杂空闻，同时能处理参数空间

变化的优化问题。与同是进化算法的遗传算法相比较，微粒群算法能更快达到全

局最优，且基本不受闯题峰数和维数的限制。

微粒群算法将群体内的每个个体看作没有体积和重量的微粒，微粒在n维搜

索空间内以一定的速度飞行搜索。飞行速率和方向根据微粒自身的飞行经验和整

个微粒群的飞行经验动态调整。微粒f的当前位置为五=‰，勃，．．．，％)，当前飞

行速度为巧=“，，魄：，一j％)，所经历的最好位置即j所经历过的具有最好适应值的

位置为曰=(^，岛：，．．．’jk)·群体中所有微粒所经历的最好位置为j0。带惯性权

重的微粒群算法的飞行方程为I州：

吩O+D=慨(f)+q(1蚝％(f卜鸣(0'
+c2(t)r2j(tXp6。《(f)一～(f必 (3．33)

．～(f+1)=嘞O)+’'(f+1) (3．34)

其中j表示微粒的第j维，t表示第t代，W为惯性权重，通常取O．8到1．2

之间，cI，C2为通常在0到2问取值，w,q，龟都是随时问随机变化的数，rl,吩为两
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个相互独立的随机函数，服从(厂(o，1)分布。为了减少飞行过程中微粒离开搜索空

间的可能性通常设定％∈卜v。，v01·

基本PSO的参数主要有惯性权值和加速系数。

(1)惯性权值w

w对PSO能否收敛起重要作用，它使微粒保持运动惯性，使其有扩展搜索

空间的趋势，有能力探索新的区域。w值大些有利于全局搜索，收敛速度快，但

不易得到精确解；w值小些有利于局部搜索和得到更为精确的解，但收敛速度慢

且有时会陷入局部极值．合适的w值在搜索精度和搜索速度方面起协调作用。

(2)加速系数q、岛

q和岛对PSO的收敛速度影响颇大，合适的加速系数有利于算法较快收敛

和脱离局部极值。它们代表将每个微粒推向其个体历史最好位置和全局历史最好

位置的统计加速项的权值。低的加速系数值允许微粒在被拉回之前可以在目标区

域外徘徊，而高的加速系数值则可能导致微粒突然地冲向或越过目标区域。

在公式(3．33)中，若q=岛=O，微粒将一直以当前的速度惯性飞行，直

到到达边界；由于它只能搜索有限的区域，所以很难找到最好解。若cl=0，则

微粒没有认知能力，只有社会部分，所以岛又称为社会参数；此时收敛速度比基

本PSO快，但对复杂问题，则比基本PSO容易陷入局部极值。若c2=0，则微

粒之间没有社会信息共享，只有认知部分，所以岛又称为认知参数；此时个体问

没有交互，一个规模为m的群体等价于m个单个微粒的运行，得到最好解的机

率非常小。

通常，cI=c2=2。也有实验结果显示，当cl=c2=0．2时能取得更好的效果。

最近一些研究还表明认知参数c2选择的大些而社会参数ct选择的小些，但

q+c2<4时能得到更好的结果．

此外，随机数^、r2可以保证微粒群体的多样性和搜索的随机性。最大最小

速度可以决定当前位置与最好位置之间区域的分辨率(或精度)。如果最大速度太

高或最小速度太低，微粒可能会飞过好解；如果最大速度太小或最小速度太大，

则微粒不能在局部最好区阀之外进行足够的探索，导致陷人局部极值．该限制的

目的主要是防止计算溢出，改善搜索效率和提高搜索精度

基本PsO算法流程如下：

①初始化设置微粒群的规模、惯性权值、加速系数、最大允许迭代次数或

适应值误差限，各微粒的初始位置和初始速度等。

②按目标函数评价各微粒的初始适应值。

@根据公式(3．33)计算各微粒新的速度，并对各微粒新的速度进行限幅

处理。



④根据公式(3．34)计算各微粒新的位置，并对各微粒新的位置进行限幅

处理。 ．

⑤按目标函数重新评价各微粒的适应值。

⑥对每个微粒，比较其当前适应值和其个体历史最好适应值，若当前适应

值更优，则令当前适应值为其个体历史最好适应值，并保存当前位置为其个体历

史最好位置。

⑦比较群体所有微粒的当前适应值和全局历史最好适应值，若某微粒的当

前适应值更优，则令该微粒的当前适应值为全局历史最好适应值，并保存该微粒

的当前位置为全局历史最好位置。

⑨若满足停止条件(适应值误差达到设定的适应值误差限或迭代次数超过

最大允许迭代欢数)，搜索停止，输出搜索结果．否则，返回③继续搜索。

3．5．3 基于离散微粒群算法的SVM参数选择

根据本文中参数选择的特点，为保证离散微粒群算法在整数空间内进行搜

索，我们对算法进行如下修改：令

谚=q(f)‘，(f)(岛(f)一而(f” (3．35)

磊=岛(f)吒，(f)(只唧(f)一而(啪 (3．36)

其中螽∈【口。，岛】，磊Ek，叼，萌和磊为在各自区问内等概率分布的整数-

区间范围确定如下：

铲‰，端湍pu(t)<xo(，， 限s，，a1 21q(既(力一毛(f))，’ f)
‘337’

b牛㈣跺2譬啪’ 限，s，

屯=k‰(：：；端嚣吲。 限s9，

也={‰(：：!篇茹强∞ @4。，

则式(3．33)修改成：

咯O+1)=in《wq‰(f))+再+杰 (3．41)

其中int(以力晦(f”是对Hp)吩(f)取整。将五初始化为整数，式(3．3)保证了算



法在整数空问内搜索。

以本文提出的基于cosh的核函数为例，优化过程就是要找到使式(3．32)中

E(P(error))最小的c和五，谢，记，由上文可知只要c取值足够大，既可得到

较好的分类能力。于是本文将利用微粒群算法选取最优参数五，埘和M，2。

选取适应函数 ．磊=粼 (3．42)％2硒舜丽 ¨舭’

需要搜索的参数五，wl和们，从而确定微粒的搜索空间为三维

五=(而，勃，玉，)，搜索优化过程如下：

s卸1初始化设置微粒群的规模、惯性权值、加速系数、最大允许迭代次数
或适应值误差限，各微粒的初始位置和初始速度等。

Step2由式(3．42)评价各微粒的初始适应值。

Step3对于每个微粒，将其适应值与所经历过的最好位置￡的适应值进行比

较，若较小，则将其作为当前的最好位置；

Step4对于每个微粒，将其霉与全局所经历的最好位置吃。的适应值进行比

较，若较小，则将其作为当前全局的最好位置；

Step5确定惯性权重w：

step6根据式(3．33)，(334)对微粒的速度和位置进行进化；

Step7如果以没有达到迭代终止条件，则返回Step2；否则结束，此时最好

位置。

数据库仍为为od人脸库，共40类，每类10个样本。每一类的前五个样本

作为训练样本，后五个样本作为检测样本。通过IDA，DCT和ICA提取人脸图

像的特征，组成人脸特征的组合特征，用于SVM的训练与识别。

搜索范围0．1≤互≤o．9，0．5≤ms3，O．5≤14,2<3．当格点数逐渐增加，即搜索

精度逐渐提高，由(3．42)式得到的错误率上界见表3．2。其中

E=支持向量数，(训练样本数．1)。

表31搜索精度与错误上界

Table3．2 S捌曲neci妇and＆∞fUppcf删
格点数 64 125 196 343 5625

2 0．63 n7 0．74 0．77 0．8

wl 0．5 0．5 O．5 O．5 0．5

w2 2．16 2．船 2 Z17 2．2

E O．7977 O．7914 0．7881 O．7863 0．7838

5l



将获得的最优参数用于人脸识别，两种参数搜索方法比较见表3．3。说明本

方法搜索的最优参数与网格搜索法完全一致，但搜索速度大大提高，耗时比较见

图3．8。

图3．8中横坐标为网格点数，纵坐标为搜索时问随着网格点数的增加，网格

法的耗时大幅度增加，而DPSO的耗时则增加很慢，说明在同等搜索精度下，

DPSO方法在搜索速度上有明显的优势。

表33格点法与DPSO比较
Table3．3 ComparbonbchvcmGrid∞dDPSO

方法 五 wl w2 E 识别正确率 搜索时间(秒)

Grid O．8 0．5 2 78．38％ 9既 101250

DPSO O．8 0．5 2 78．38％ 98％ 3110

图3．8 Grid与DPS0耗时比较

Figure 3．8 Tiae-Constming Comparison between Grid and DPSO

3．6本章小结

本章从理论推倒和实验分析的角度详细介绍了支持向量机用于人脸识别技

术。本章包括了本文的两个创新点：改进的基于cosh的核函数；基于离散微粒

群算法的支持向量机参数选择方法．

经实验验证，本文提出的改进cosh核函数具有良好的分类能力，通过微小



调整核函数的参数，能够得到比较流行的RBF核函数有更好的识别率．鉴于支

持向量机分类器的正确率严重依赖核函数参数的选择，而核函数的参数选择非常

耗时，所以本文提出了基于离散微粒群算法的支持向量机参数选择方法，大大提

高了支持向量机参数的选择速度。
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4人脸识别系统

构建了一个实时的人脸识别系统，将本文所研究的算法应用其中，实现实时

的人脸检测、特征提取以及识剔。也为进一步研究人脸识别算法提供一个平台。

希望能随着系统的不断完善，对人脸识别算法的研究有越来越大的帮助，同时希

望表人脸别的研究也越来越成熟。在本章中，就目前所搭建的系统的软硬件，算

法流程、用法给出介绍和描述．

4．1 实验环境介绍

入脸图像采集：logitech USB摄像头

计算机：Intel奔腾IV2．4G，内存256M。

开发工具：Visual Studio 2005集成开发环境．

操作系统：W'mdows XP．

4．2 系统整体构成及功能

本系统算法实现流程图见图4．1，具体流程如下：

第一，训练阶段。

1，载入人脸图像训练集，将训练集的保存为三位数组形式(人脸图像大小

为60x60，已经过直方图均衡化，)；

2，选择的特征提取方法(如ICA算法)，根据所选参数(如特征维数)对

训练集进行处理，得到投影矩阵；

3，根据上一步得到的投影矩阵，将向量化的人脸图像投影到相应的特征子

空间(如ICA子空间)，即得到人脸图像训练集的特征矩阵；

4，选择支持向量机作为分类器，选定核函数(如本文改进的基于cosh的核

函数)并设定支持向量机参数(如C，wl，w2)，对上一步得到的特征矩阵进

行归一化处理后，输入到支持向量机进行训练，得到支持向量机参数口矩阵。至

此训练完成。

第二，识别阶段。

1，利用连接在PC机上的logitech摄像头采集人脸图像(包括人脸检测，双

跟定标，人脸图像分割)，并对待识人脸图像进行直方图均衡化处理，并向量化．

2，通过训练阶段第2步骤得到的投影矩阵，将待识人脸向量投影到相应的

特征子空间，得到待识人脸特征向量。
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3，将待识人脸特征向量输入已训练好的支持向量机，进行分类。

4，输出识别结果。

图4．1人脸识别系统流程图

Figure 4．1 Face Recognition Flowchart

4．3 系统介绍及演示

本系统结合了FastlCA算法和支持向量机理论，利用Visual Studio 2005集成

开发环境，实现了人脸实时识别功能。
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运行程序，打开程序主界面，如图4．2，界面下部是对相关参数的设定，右

侧显示实时识别结果。

图4．2人脸识别系统主界面

Figure t 2 Face Recognition System Interface

图4．3选择特征提取方法
Figure重3 Feature Extraction Selections

通过算法菜单栏，选择特征提取算法独立分量分析(IcA)，如图4．3。

通过操作菜单栏载入口ll练样本集，得到投影矩阵，得到特征矩阵，如图4．4．

通过分类器菜单栏选择支持向量机作为分类器。通过训练菜单栏训练支持向

量机，通过界面下部的参数选择区域选择支持向量机的相关参数，如图4．5。

通过功能菜单栏开始实时人脸识别。界面右侧显示实时识别结果，包括训练
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集中的样本图片及待识者的姓名信息，如图4．6。

4．4本章小结

图4．4得到训练集特征矩阵

Figure龟4 0btain Feature■atrix

图t5支持向量机参数

Figure屯5 Characters of SVI

本章详细地介绍了本论文实验的实验环境，实验方案设计，并演示了实时人

脸识别系统的工作过程，通过实验证明了本文中所提到的算法的可行性，实验证

明本算法的运算速度较快，可以满足实时的要求。但是算法的鲁棒性仍存在不足，

识别率随着周围环境的变化(主要是光照影响)。此后的工作主要有两方面：验

证本系统在大训练集的情况下的能否达到实时的要求；改善本系统对光照变化的

鲁棒性。
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， 图4．6实时人脸识别结果输出

Figure 4．6 Real Time Face Recognition Output
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5总结与展望

5．1 论文总结

人脸识别是人机交互与信息处理领域中的一个重要课题，具有很高的学术价

值和应用潜力。本文就人脸识别算法的研究及人脸识别系统的建立已经在前面的

章节给出了较为详尽的论述，下面将主要工作成果总结如下：

第一，在研究并实现已有的经典统计特征提取算法的基础之上，将ICA、

LDA、DCT算法进行融合，形成更为有效的人脸特征用于人脸识别。通过对od

人脸库的人脸识别实验证明该特征的有效性。

第二，研究了支持向量机用于人脸识别的技术，尝试多种核函数用于人脸识

别。改进了耐再生核，提出了基于cosh函数的函核函数，同常用的RBF、多项

式、线形核函数相比，本文提出的cosh核函数可以通过调节核函数的参数来适

应不同类型的特征向量。通过对0【1人脸库的人脸识别实验证明该核函数具有更

好的识别效果。

第三，研究参数选择对支持向量机分类效果的影响，将微粒群算法运用于核

函数的选择，提出基于离散微粒群算法的支持向量机参数选择技术，大大提高了

支持向量机参数选择的速度．

第四，参与北京交通大学信息所人脸识别系统的设计，将ICA特征提取算

法和支持向量机运用于实时人脸技术，证明了本文提出的cosh核函数的有效性

和可行性，为日后进一步研究奠定了基础。

5．2 工作展望

尽管本文的研究取得了比较理想的结果，但是由于课题时间有限，仍存在一

些问题值得进一步的研究解决：

第一，特征融合技术虽然能提高识别率，但是会大幅度的增加特征向量的维

数，相应的计算量增加导致人脸识别系统的实时性降低。另外特征向量的信息量

过多会引入无用的冗余信息，反而会影响识别能力。因此今后需要在特征融合方

面寻求理论论证，从而解决特征向量的复杂度和识别能力之间的问题。

第二，支持向量机是目前流行的模式识别方法，有很好应用的前景，但仍需

要迸一步的研究提高其实用性，比如，当样本集庞大时，支持向量机的训练速度

就会变得很慢，需要一种快速优化算法用于支持向量机的训练。

第三，本文中描述的实时人脸识别系统是对现有算法的简单实现，还不能满

59
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足大样本集、复杂背景等环境下的实时人脸识别要求，具有一般人脸识别系统的

通病，即对光照、复杂背景的鲁棒性不高，在这一问题上仍需进行大量的研究工

作。

总之，人脸识别领域还有很大的空间需要辛勤的科研工作者去共同努力共同

探索，相信终有一天我们能克服所有问题使人脸识别技术得以广泛的应用。
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