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【摘要】本文针对目前电能替代终端能源评价方法效率低，精确度不高等现状，提出了一种基于深度学习思想的电能替代终端能源的评价模型，设计了最优RBM训练算法和增量反馈的模型优化迭代策略，优化了模型训练参数的初始化赋值，提升了电能替代终端能源评价效率和精确度，并综合其他现代优化算法模型进行对比，结果表明本文提出的评价模型具备良好的的特征抽取能力，能够很好的反映样本的本质特征，并取得较为有效和精确的评价结果。
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【Abstract】Aiming at the situation of poor efficiency and low accuracy in the domain, which electric power substitution of end-use energy recently, this paper proposed an evaluation model based on the method of deep learning and designed a optimal RBM training algorithm. This method optimized the assignment of the value initialization, and improved the efficiency and accuracy of evaluation in electric power substitutes end-use energy. The results have a good capacity of extracting features and can reflect the essential features by comparing the result with other different modern optimization algorithms.
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1 引言

能源是确保国家经济发展和人民生活保障的重要战略资源，推进电能对煤炭、石油等化石能源的替代，对于缓解能源安全问题具有重要意义[1-3]。针对电能替代其他终端能源进行评价分析，可以更好的掌握该能源消费特性，同时预测电能未来的消费趋势[4,5]。在电能替代终端能源的指标体系和综合评价方面，文献[6-8]提出的主观权、客观熵缺乏完整系统研究，文献[9]提出的TOPSIS模型在精确性方面无法满足效率和精确度的要求。
随着人工神经网络方面取得了一些突破性的发展，使其可以通过对于少量样本数据的浅层和深层的学习，建立庞大的非线性网络结构，实现对于复杂函数的有效逼近[10-13]，具备强大的对于输入样本数据本质特征的抽取能力。
针对电能替代终端能源评价方面存在的问题，本文通过分析了电能替代其他终端能源的各项要素，首先建立出了一套指标体系，其次基于该指标体系提出了一种增量反馈RBM的电能替代终端能源的评价模型并进行相应的验证，最后通过将本文提出的评价模型综合其他现代优化算法模型进行对比实验，验证模型的有效性与准确度。

2 电能替代终端能源评价指标体系的建立

根据电能替代其他终端能源的特点[2,3,5]以及评价设计方案的要求，本文设置了6个一级指标和39个二级指标，建立了一套完整的指标体系，这些指标概括了电力替代其他能源的能力因素与效用，以电力使用特性与经济社会环境为基础，建立合理而全面的指标体系，其表格形式见表2-1所示，供评价定量性和定性性评价，全方位地评价电能的竞争力。

表2-1  电能替代终端能源指标体系

	编号
	一级指标
	二级指标
	
	编号
	一级指标
	二级指标

	1
	产品质量
	供电电压合格率
	
	21
	 经营管理 
	*有人员责任特大电网设备事故率

	2
	
	电网频率合格率
	
	22
	
	*线损率

	3
	
	供电可靠率
	
	23
	
	售电计划完成率

	4
	
	系统停电等效小时数
	
	24
	
	全社会用电量预测准确率

	5
	
	故障停电率
	
	25
	
	最大用电负荷预测准确率

	6
	
	平均销售电价
	
	26
	需求侧管理
	执行峰谷电价的用户数比例

	7
	终端用电量
	第一产业终端用电量
	
	27
	
	执行峰谷电价的电量比例

	8
	
	第二产业终端用电量
	
	28
	
	低谷售点量增长率

	9
	
	第三产业终端用电量
	
	29
	
	电网负荷率水平指标

	10
	
	城镇居民生活终端用电量
	
	30
	经济环境
	全社会固定资产投资

	11
	
	乡村居民生活终端用电量
	
	31
	
	规模以上工业总产值

	12
	电能比重
	第一产业电能比重
	
	32
	
	非农业值占总产值比例

	13
	
	第二产业电能比重
	
	33
	
	产业结构高度化指数

	14
	
	第三产业电能比重
	
	34
	
	第三产业产值占总产值比例

	15
	
	城镇居民生活电能比重
	
	35
	
	第三产业劳动者占社会劳动者比例

	16
	
	乡村居民生活电能比重
	
	36
	
	城市化率

	17
	经营管理
	用电户数
	
	37
	
	城镇居民人均可支配收入

	18
	
	年度最高用电负荷
	
	38
	
	农村居民人均纯收入

	19
	
	输电线路长度
	
	39
	
	*城镇居民家庭恩格尔系数

	20
	
	*10KV及以上恶性误操作事故
	
	
	
	


3 增量反馈 RBM的终端能源电能替代评价模型

3.1 受限玻尔兹曼机(RBM)网络结构

受限玻尔兹曼机（RBM）[10-13]具有两层结构的网络模型，其示意图如图 3-1 所示，它由可见层(v)和隐含层(h)组成，可见层用来表示监测数据，可见层每个节点与隐含层每个节点都由一对称的权值连接，对于实数观测数据满足高斯分布，并具备相应的激活函数。
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图3-1 受限玻尔兹曼机网络结构图

3.2 算法设计：

3.2.1 RBM训练算法

(1)可见层单元数量为n，隐含层单元数量为m的RBM，分别用
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表示可见层的第i个单元以及隐含层的第j个单元，可以将 RBM 的能量函数表示为：
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这里参数
[image: image5.wmf]{W,a,b}
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分别表示可见层第i个单元和隐含层第j个单元之间的权值、可见层第i个单元的偏置，以及隐含层第j个单元的偏置。

(2)系统模型给每一对visible unit和hidden unit，在已知能量函数的情况下，便可以得到可见层和隐含层的联合概率分布：  
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其中Z是由所有的visible unit和hidden unit的配对相加得到：
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其中 
[image: image8.wmf]()
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被称作配分函数。   
(3)计算visible unit和hidden unit的独立分布概率，由于可见层中各单元与隐含层各单元之间相互独立，从而计算各可见单元和隐含单元的概率如下： 
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这里
[image: image11.wmf](x)
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表示的是激活函数，对于可见层不同的数据类型分布，可以选择不同的激活函数。对于二值可见层，其激活函数常选择为：
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一般对于高斯可见单元，其学习率要比二值的小 1 到 2 个数量级。 
(4)对于权值的变化量，利用最大化受限玻尔兹曼机（MRBM）训练集上的对数似然函数到，对于训练集中的T个样本，则得到的最大对数似然函数为：
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在模型训练的过程中，为了得到参数的最优值，采用随机梯度上升法求的最大值因此对于各项参数求其偏导数，得到对数似然函数的梯度为：
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这里
[image: image15.wmf]P
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表示分布 p 的期望，上式中前一项可以看做是已知训练数据求隐含层的概率分布，后一项则是联合概率分布。很显然，后一项仍然无法求出，这就需要 Gibbs 采样和基于对比散度的快速学习算法帮助完成。 
(5)Gibbs 采样。

对于 Gibbs [11]采样，条件概率采样往往比从边缘概率采样容易。从联合概率分布
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的k个采样，第i个采样为
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,可以按如下操作： 
1) 初始化
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；

2) 计算每个变量
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的条件概率分布
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，其中每次都要用最新的采样变量。

	对于 RBM 来说，用随机值初始化
[image: image22.wmf]0
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（或用训练数据初始化），采用交替采样策略，随着采样次数的增多，便可以得到联合概率分布。通过完整的一次Gibbs采样，用公式：
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更新hidden unit的状态，用公式：更新visible unit的状态。
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(6)对比散度

	由于采样步数较多，训练效率仍然不理想，尤其对于高维数据，采用对比散度算法[11]通过一次 Gibbs 采样后重构数据的分布，优化两者之间距离，对目标函数求偏导，得出各参数的更新准则，如下所示，其中 data 和recon 分别表示训练数据的概率分布和重构后的概率分布：
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至此，权值完成一次训练过程：
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其中
[image: image29.wmf]e

为学习率，
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(7)转向步骤(1)，直至
[image: image31.wmf]num

满足预先设置的训练次数为止。

3.2.2 增量反馈思想

通过使用RBM算法训练得到各项指标的权重之后，随着计算数据的不断增加，通过有效的利用这批新增数据来提升算法有效率和精确度[14-16]，可以很好的实现模型的迭代优化，从而得到更好的训练模型。
增量学习算法描述如下:

a)模型收集误判和漏判样本,待样本数目达到一定规模
[image: image32.wmf]wp
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时,对样本数据触发的指标进行统计,给出其中每条指标被触发的次数,记触发指标i 的邮件数为
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；
b) 按照
[image: image34.wmf]i
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对指标排序,从大到小挑选若干条指标,将它们的权重作为待修改指标权重;
c) 适当降低待修改指标的权重。设指标i修改前的权重为
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 , 修改后的权重为
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 , 触发指标i 的样本数为
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 , 误判样本总数为
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 , 则权重调整公式为：
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其中: r为[0, 1]间取值的随机数, b为系统参数,权重
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越大的规则, 被触发时造成误判的可能性越大,所以权重调整量
[image: image41.wmf]i
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也越大。同时,规则i 触发的误判数
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越大,说明这条指标对误判的影响越大,相应的权重调整量
[image: image43.wmf]i
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也越大。
3.3 算法实现部分

3.3.1数据的采集

本文采用2010-2016五年来终端能源消费的相关数据和统计结果分别作为模型训练数据集和验证数据集，同时对于模型训练部分的数据，采用有效历史数据作为训练数据的补充数据集，从中抽取可以全面反映用于指标评价的数据样本对RBM进行训练。

3.3.2数据的去噪

本文采用指数平滑法[13,14]完成对数据的去噪，有效的压制数据中存在的误差对于采集数据的影响。一次指数平滑法计算公式为：
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式中，
[image: image45.wmf]t
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表示时间为t的设备实时监测参数；
[image: image46.wmf]t
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表示时间为t的设备实时监测参照数据；
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表示平滑系数，也称为是加权因子，取值的范围为
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中，展开整理后，得到如下的等式：
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在实际应用中, 
[image: image52.wmf]a

值是根据时间序列的变化特性来选取的。若时间序列的波动不大,比较平稳,则
[image: image53.wmf]a

应取小一些,如0.1~0.3；若时间序列具有迅速且明显的变动倾向,则
[image: image54.wmf]a

应取大一些,如0.6~0.9。实质上, 
[image: image55.wmf]a

是一个经验数据,通过多个
[image: image56.wmf]a

值进行试算比较而定。

3.3.3数据的清洗

为了获取完整的训练参数，使得建立的模型更加全面，数据的清洗是必不可少的，它主要完成数据的一致性检查，发现并纠正数据文件中的错误。

首先，对于数据不完整参数值缺失的情形，可以依据设备历史监测数据，结合历史数据均值、上下阀值、中间值和平方差结合模糊匹配技术，完成数据的补充，使得数据更加完整。

其次，对于数据项没有缺失的情形，针对数据中每项数据参照其设置的上下阀值完成其初步清洗，之后参照其中间值、平均值和标准差完成数据的二次清洗。在第一次数据清洗主要完成数据是否为有效异常数据，对于无效数据，依照数据缺失处理，对于有效异常数据，将计算其相对于正常值的偏置，对其赋予相应的权值。

最后对于数据中的数据检查不一致性的情形，将采用语法分析与模糊匹配技术，综合运用数据之间的关联性，完成对于单源、多源数据的清洗任务。

3.3.4训练算法

RBM网络模型的精度需要通过大量的实验样本数据对于网络模型进行训练从而得到提高，故训练样本是网络模型精确建立的基础，训练样本是RBM的输入和输出的集合，为保证实验数据的精度，训练样本是通过人为的方式进行大量实验和统计分析后获得。

基于RBM特性：visible unit的值是介于0到1之间，labels是介于[1,N]的整数[13]。故训练集必须先进行归一化处理，归一化的数学表达式如下所示：
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训练算法和参数设置是 RBM 训练过程中的关键，本文采用估计对数似然函数公式的方法评估模型，以重构误差作为衡量模型对训练数据的似然度，即采用范数评估一次 Gibbs 采样重构后的数据同重构前数据的差异。
本文的实验设计中，针对电能替代终端能源的影响因素以及结合RBM自身特点设置RBM参数的经验，设置了40个visible unit和1000个hidden unit组成的网路模型，其中40个visible unit分别表示对于总体评价影响较大的40个关键数据特征，学习速率设置为0.1，初始权值设置为0~1之间的随机数，权值的惩罚量为
[image: image59.wmf]4
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，训练次数为2000次。

4 模型验证

本文实验部分数据主要来自以下四个方面：国家统计局能源指标下2010-1至2016-6终端能源统计数据集、中国电力企业联合会中2010-2016年度统计数据集、国际能源署2010-2016终端能源统计数据集、美国能源信息署公布的2010-2015终端能源消费数据集以及能源分布数据集。

4.1 算法训练结果

本文从中选取能够全面反映电能替代其他终端能源指标参数作为RBM训练样本数据，完成模型中各项参数的训练，对比模型计算结果与实际采集结果进行分析，从而进行预测模型效果评价，首先完成对于RBM模型的训练，基于训练样本数据对于模型参数进行训练，其中参数训练迭代次数以及相应的学习率设置为0.1，初始权值设置为0~1之间的四位小数随机数，对于两层权值的惩罚值设置为
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，训练迭代次数设置为2000次，模型训练结果如下图中所示:
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 图4-1 第一层RBM节点训练权值训练结果    图4-2 第二层RBM节点训练权值训练结果

4.2 模型增量反馈实验

本文对终端能源使用数据采用训练好的RBM对于各项指标进行迭代更新，对比各项指标计算结果并结合评估模型对于电能替代终端能源进行相应的统计分析，并对后续时间节点上对于这部分指标数据进行重新采集，对于计算结果与采集结果进行分析，按照随机选取的部分归一化后的数据样本计算值与数据采集结果的参数值做差值率计算，得出计算结果，如下图所示：
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        图4-3 增量反馈前特征关系                  图4-4 增量反馈后特征关系
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图4-5 增量反馈前错误率                   图4-6 增量反馈后错误率

4.3 模型对比实验

为了进一步验证本文提出模型的有效性和精确度，对比了其他现代优化算法模型，使其在数据集上的训练结果结合验证结果进行对比实验。本文的对比实验模型主要采用了朴素贝叶斯模型算法、受限玻尔兹曼机模型算法以及感知机模型算法，分别基于本文算法模型训练数据进行训练，算法对比效果如下图中所示：
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 图4-7 同样训练样本条件下模型精度           图4-8 同样运行时间下模型精度
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        图4-9 模型训练时间对比                      图4-10 模型计算时间对比

从以上图中可以得出以下结论：本文提出的算法，在给定训练样本数据的情况下，可以获得较高的计算精度，同样在运行时间方面，也具备很好的计算精度。在模型训练过程中，本文提出的模型可以在较少的训练时间下获得很高的计算精度，并且模型在计算时间方面也最少。

5 结论

针对电能替代其他终端能源评价方法，本文通过对搜集的数据进行分析处理之后作为RBM模型训练样本，完成对于模型参数学习和训练，优化了对于模型训练参数的初始化赋值，很好的提升了模型学习和收敛速度，有效提升了电能替代终端能源评价的有效性和精确度，能够为科学规划能源发展和实施电能替代终端能源提供很好的支撑。
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