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基于小波分解理论的回声状态模型研究
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摘要：为了保证工程建设的安全运营，对于各类工程的变形监测数据的预报显得尤为重要。为提高预测精度，针对多尺度时间序列各尺度单支预测与整合重构的基础上，对变形监测数据进行小波分解成各尺度的子序列，根据各子序列性质配置适合的回声状态网络并进行单支预测，预测子序列经过权值计算重构成预测的序列。实验表明：通过与回声状态网络模型和BP神经网络模型预测结果对比，小波分解理论基础上的回声状态模型预测精度更高。
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Research on Echo State Model Based on Wavelet Decomposition Theory
CHEN XiangdongLIANG Siyao
[bookmark: _GoBack]（Animation School of Huanghuai University,Henan Zhumadian, 463000, China）
Abstract: In order to ensure the safe operation of the project construction, it is very important to forecast the deformation monitoring data of all kinds of projects. In order to improve the prediction accuracy, the wavelet transforms the deformation data into the sub-sequences of the scale, and configures the suitable echo state network according to the sub-sequence properties. Based on the single-scale prediction and integration reconstruction of the multi-scale time series, The predictive sub-sequence is reconstructed into a predicted sequence by weight calculation. The experimental results show that the echo state model is more accurate than the echo neural network model and the BP neural network model.
Key words: Wavelet decomposition; Echo State Networks; Integration and reconstruction Deformation monitoring; Prediction

引言
在工程建设和营运阶段，在各种因素的影响下，工程建筑通常会发生变形，一旦建筑物的沉降值超过了自身所能承受的形变范围，那么将会影响建筑物的正常使用。为了及时能够对建筑物变形情况做出有效的预测，避免建筑物变形带来的危害，在小波分解的理论基础上，把变形监测数据分解成高频噪声序列和低频噪声序列，根据分解后的各子序列数据运用回声状态网络（Echo State Networks，简称ESN）模型对各子序列进行预测，然后引入权值系数实现预测分量的最优整合，从而得到各期监测数据的预测数据。
1小波-ESN模型
1.1小波分析



小波函数指具有震荡性的信号，能够有限长或快速衰减的函数。设其Fourier变换记为，当满足下列公式条件：

                       (1）


也称为基小波，其伸缩平移可得：                     (2)


其中，为子小波，a为伸缩因子，体现出小波周期的长度，b为时间因子，反应在时间上的平移。对于离散信号，，其小波变化为：                                                                                  

(3)


式中，表示复共轭，为采样间隔。

根据Mallat塔式算法，函数，设其信号序列长度为N，先进行第一层分解，分解成长度为N/2的高频部分D1和N/2的低频部分A1；再进行第二层分解，分解对象为第一层分解后低频部分A1，依旧是二等分为长度为N/4的高频部分D2和N/4的低频部分A2；依次进行等分分解上层的低频部分，直到一个数目较小的低频部分被保留下来。其分解关系：

                          (4)
式中，x代表信号，A代表低频近似部分，D代表高频近似部分，n代表分解层数。
1.2 ESN网络模型
[image: ]
图1 ESN网络结构
ESN网络是一种新型的递归神经网络，如图1所示，由输入层、储备池（隐层）、输出层组成。储备池是由很多神经元组成的神经网络，通过调整网络内部权值的特性达到记忆数据的功能。ESN的输入层、储备池、输出层对应着输入向量、状态连接向量和输出向量，可分别表示为：

                   （5）
  在采样时刻n时，ESN的状态更新方程和输出方程可分别表示为：

（6）










式中，、、分别为输入连接的权值矩阵、维神经元连接的权值矩阵和维输出连接的权值矩阵。和分别为储备池的内部的激活函数和输出的激活函数，选用非线性函数Sigmoid函数和恒等函数。在连接矩阵和中，各元素的初始化权值均是服从[0,1]均匀分布的随机数。
ESN算法流程如下:
    (1)储备池的设定
    根据预测数据的性质，配置合适的参数，如储备池的规模、谱半径、输入缩放系数、稀疏度。其初始化设定一般根据预测结果取经验值。
   （2）建立输入—输出关系
    根据ESN模型原理，设置输入、输出序列，建立输入样本和期望输出之间的映射关系。
   （3）采样阶段




    采样阶段首先任意选定网络的初始状态，一般选取网络的初始状态为0，即x(0)=0,采样阶段首先需要训练样本（）经过输入权阵被加入到储备池。根据式2-2，为完成系统状态和输出y(n)计算，从某一时刻m开始采样内部状态向量，并以向量（）（）为行构成矩阵B(P-m+1,N)，对应的样本数据y(t)被收集并构成列向量T(P-m+1,1)。
   （4）权值计算阶段





    根据在采样阶段收集到系统状态矩阵和样本数据，计算输出连接权。状态向量和预测输出之间为线性关系，所以利用预测输出逼近期望输出：

                         （7）
计算权值目的模型计算结果均方误差最小：

                 （8）

由此可递归为：
式中M为输入矩阵，T为输出矩阵。
1.3小波-ESN网络模型流程
   小波-ESN网络模型预测流程主要分五步，具体如下：


  （1）选择合适的小波函数，对原始监测离散信号进行小波分解，得出高频序列和低频序列。

  （2）对各子序列进行单支重构，得出长度相同的各子序列。


（3）对各子序列分别用ESN网络模型进行预测，预测两个时段，且预测步长一样。各子序列配置参数合适的ESN网络模型，并且两个阶段的的预测均在同一网络中进行，得出两阶段各子序列预测值和。
（4）根据各子序列预测值和小波分解及单支重构的整合原理得出：

                 （9）




式中：为整合后的第一个阶段的预测输出值；为整合后的第二个阶段的预测输出值；c1,c2…ce,ce+1为各子序列的权值系数。以与误差值最小为目标，采用最小二乘法计算各尺度权值系数。


                    （10）


式中P=[c1,c2…ce,ce+1]，
训练结束。
   （5）由（4）求出各子序列的权值系数，带入公式（9）中第二个公式，计算出整合后的第二个阶段预测值，即所需要预测的数值。
2实例分析
模型所用数据来源于实际观测数据，数据来源合肥市某段地铁垂线测点LG-GW-13的观测值。监测周期为每周一次，本文选取该站点47期监测数据。
（1） 根据该数据信号，选取合适的小波函数，经试验，选取扩展性好、应用灵活的Daubechies(db)小波函数，并且选用db3进行4层分解，如下图：
[image: 1111]
图2原始数据小波分解图

（2）对（1）分解后的各子序列进行单支重构，得出长度相同的各子序列。
（3）分别对各子序列用ESN模型进行预测。以d1序列为例， 按顺序以前5期为输入向量，第6期为输出向量。用前42期进行前期训练，分别预测38-42期和43-47期两个阶段，预测结果如下表1和表2所示。

表1各子序列第一阶段预测
	预测
期数
	d1
	d2
	d3

	
	实际值
	预测值
	MSE
	实际值
	预测值
	MSE
	实际值
	预测值
	MSE

	38
	0.0008 
	-0.0001 
	0.0000304 
	-0.0026 
	-0.0267 
	0.0006823 
	-0.0385 
	-0.0053 
	0.0075000 

	39
	0.0047 
	0.0006 
	
	0.0090 
	-0.0153 
	
	-0.0885 
	-0.0156 
	

	40
	0.0029 
	-0.0020 
	
	0.0287 
	0.0129 
	
	-0.1476 
	-0.0169 
	

	41
	-0.0068 
	0.0011 
	
	0.0006 
	0.0012 
	
	-0.1125 
	-0.0080 
	

	42
	0.0058 
	-0.0011 
	
	-0.0446 
	0.0000 
	
	-0.0426 
	0.0136 
	

	预测
期数
	d4
	d5

	
	实际值
	预测值
	MSE
	实际值
	预测值
	MSE

	38
	0.0239 
	0.0073 
	0.0001334 
	-0.7585 
	-0.6127 
	0.2151000 

	39
	0.0142 
	-0.0007 
	
	-0.7611 
	-0.2054 
	

	40
	0.0003 
	-0.0108 
	
	-0.7600 
	-0.2558 
	

	41
	-0.0070 
	-0.0129 
	
	-0.7625 
	-0.1897 
	

	42
	-0.0133 
	-0.0105 
	
	-0.7649 
	-0.3613 
	


表2各子序列第一阶段预测
	预测
期数
	d1
	d2
	d3

	
	实际值
	预测值
	MSE
	实际值
	预测值
	MSE
	实际值
	预测值
	MSE

	43
	-0.0055 
	0.0000 
	0.00038256
	-0.0245 
	-0.0149 
	0.0005617
	0.0139 
	-0.0082 
	0.0021 

	44
	-0.0128 
	-0.0003 
	
	0.0105 
	-0.0145 
	
	0.0909 
	0.0259 
	

	45
	0.0236 
	0.0012 
	
	0.0153 
	-0.0180 
	
	0.0782 
	0.0062 
	

	46
	0.0104 
	-0.0020 
	
	0.0211 
	-0.0070 
	
	0.0355 
	0.0092 
	

	47
	-0.0307 
	0.0020 
	
	0.0172 
	0.0032 
	
	0.0179 
	0.0078 
	

	预测
期数
	d4
	d5

	
	实际值
	预测值
	MSE
	实际值
	预测值
	MSE

	43
	-0.0242 
	0.0013 
	0.0006437
	-0.7634 
	-0.6247 
	0.2062 

	44
	-0.0359 
	-0.0044 
	
	-0.7605 
	-0.2111 
	

	45
	-0.0338 
	-0.0018 
	
	-0.7624 
	-0.2501 
	

	46
	-0.0267 
	-0.0036 
	
	-0.7652 
	-0.2113 
	

	47
	-0.0210 
	-0.0173 
	
	-0.7664 
	-0.3915 
	




（4）用两个阶段各序列的预测值与实际值分别代入公式（9）中，计算出各子序列的权值P，P=[112.5778  33.1458  8.4312  57.1405  0.4623]T，然后整合求出43-47期的沉降预测值，沉降结果如表3所示。
在工程中的沉降预测方法有很多，如：卡尔曼滤波预测，时间序列模型预测（AR、MA、ARMA等），BP神经网络等各种方法。主要用小波—ESN模型对沉降形变量进行预测，并且与BP神经网络、ESN网络三种方法预测的结果进行比较分析。[image: 333]
图3三种模型预测结果对比图
三种方法方法同样以前5期沉降量为输入单元，第6期为输出单元，均有1-42期的数据为训练组，预测43-47期。由图1显然可以看出小波—ESN模型的预测结果最好，并且预测的变化量走向一致。其次ESN网络在43-45期比BP网络的预测要好，46-47期BP网络比ESN网络预测值更精确。三种方法的预测结果如下表：
表3三种模型预测值及精度
	预测
期数
	形变值
（mm）
	小波-ESN模型/mm
	ESN网络/mm
	BP神经网络/mm

	
	
	预测值
	精度
	均方差
	预测值
	精度
	均方差
	预测值
	精度
	均方差

	43
	-0.81
	-0.77
	95%
	

0.0017
	-0.77
	95%
	

0.0138
	-1.11
	63%
	

0.0279

	44
	-0.71
	-0.65
	92%
	
	-0.62
	87%
	
	-0.59
	83%
	

	45
	-0.68
	-0.63
	93%
	
	-0.63
	93%
	
	-0.78
	85%
	

	46
	-0.72
	-0.68
	94%
	
	-0.59
	82%
	
	-0.63
	88%
	

	47
	-0.78
	-0.77
	98%
	
	-0.58
	74%
	
	-0.65
	83%
	












由表1中可以得出，五期的三种模型预测值中，小波-ESN模型的收敛速度最快、预测精度最高，均能达到90%以上。三种模型的预测值均方误差值：小波-ESN<ESN网络<BP神经网络。
3结论
工程建筑中的沉降值为含有噪声的数据，经过小波分解后，低频序列为较为稳定的数据信号，各尺度的高频序列组为含有噪声的序列，且第一层的高频序列噪声>（大于）第二层的高频序列的噪声>（大于）第三层的高频序列的噪声。在小波分解的基础上，各层子序列均参与小波-ESN模型的数据预测，且含不同噪声的数据引入不同的权值系数，整合后的预测值中包含着噪声数据的预测，所以预测值与实测值的走向基本一致，且预测精度与ESN网络、BP网络模型相比更高。
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Abstract: 

In order to ensure the safe operation of the project construction, it is very important to 

forecast the 

deformation monitoring data of all kinds of projects. In order to improve the 

prediction accuracy, the wavelet transforms the deformation data into the sub

-

sequences of the 

scale, and configures the suitable echo state network according to the sub

-

sequence

 

properties. 

Based on the single

-

scale prediction and integration reconstruction of the multi

-

scale time series, 

The predictive sub

-

sequence is reconstructed into a predicted sequence by weight calculation. The 

experimental results show that the echo state

 

model is more accurate than the echo neural network 

model and the BP neural network model.
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