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摘要：由于云计算具有存储量大、可扩展性和成本低等优点，越来越多的政企用户选择把大数据存储在远程云服务器端。云存储可以给用户提供可用性、高可靠性和数据共享等功能。但这种存储方式在给用户带来便利的同时，也会导致诸多的安全问题，比如数据的机密性、隐私性和完整性等，其中数据的完整性研究成为近期研究的热点。很多数据审计方案已经被提出，但大部分审计方案都是由用户端实现数据块签名的生成，使得用户端的计算量较大。为了解决这一问题，我们提出一种轻量级的大数据完整性审计方案。首先，我们设计了一种数据更新过程中不需要元素移动的认证数据结构--动态索引表，提高了数据更新的效率。其次，我们提出了一种轻量级的适用于大数据的完整性审计方案，提高了审计的效率。最后，我们通过模拟实验证明在数据审计的运算效率上，我们的方案具有高效性。
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Abstract: As cloud computing has many advantages such as large storage, scalability and low-cost, more and more government and enterprise users are apt to store their big data on the remote cloud storage servers. Cloud storage can provide the users with high availability, reliability and data sharing. This storage style can not only bring convenience to users but also induce many security problems, such as data confidentiality, privacy and integrity. The research on the integrity of the data has become a hot topic in recent years. Over the years, lots of auditing schemes have been proposed, butin most of them the signature is generatedat the user end, which increases the amount of computation of the user. To solve the problem, we propose a light-weight auditing scheme. Firstly, we design an authenticated data structure named Dynamic Index Table without any movements of elements in updating process, so that the efficiency of data dynamic updating is improved. Secondly, we propose a light-weight integrity auditing scheme suitable for big data which can increase the auditing efficiency. Finally, our simulation experiments show that our auditing scheme is of high efficiency. 
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云计算是当今快速发展的一种商业计算模型。因为这种计算模型具有可延展性、存储量大、按需付费等众多优点，越来越多的企业或公司(以下简称用户)倾向把财务或员工信息等大数据外包到云服务器端。这样用户就可以用少量的费用去实现大规模数据的存储和高效的数据运算。但是因为用户失去了存储到云服务器端的大数据的直接控制权[1-3]，云服务器又会受到软件、硬件的破坏或恶意的攻击[4]，确保用户云端数据的完整性是迫切需要解决的问题。比如，如果用户云端的数据不完整，则基于这些数据的搜索或运算都得不到正确的结果，这样无疑会造成存储或计算资源的浪费[5,6]。   
根据远程数据完整性验证者身份的不同，可以把数据审计方案分为两类：隐私审计和公开审计[7]。在隐私审计[8-10]中，完整性审计由用户自己来完成, 这样会保护数据的隐私性，但会增加用户的计算负担，降低用户端的运算速度。而且当双方因数据完整性问题发生争议时，没有第三方给出其公正结果。而公开审计由具有较强运算能力的第三方审计者(Third Party Auditor, TPA)来执行数据的完整性验证，并且不需要将数据从云端下载到本地服务器。迄今为止，许多有效的公开审计方案[11-20]已经被提出。但这些方案中有些运算量较大，有些在数据更新中需要数据元素的移动和删除，更新效率比较低。因此针对大数据的特点，我们提出了一种适于云端大数据的完整性审计方案。
本文的主要贡献如下:
1) 我们提出了一种适用于大数据的完整性审计机制,使用户端的计算量为轻量级，数据块签名及完整性验证均由TPA完成，使得完整性验证的效率更高；
2)我们设计了一种TPA端在数据的动态更新过程中不需要元素移动的认证数据结构--动态索引表；
3) 数据更新不仅支持粗粒度的更新，还可以实现细粒度的插入、修改及删除操作。
1问题描述
1.1系统模型
如图1所示，系统模型中涉及三个实体：企业或个人用户（User）、云服务提供商(Cloud Service Provider, CSP)、第三方审计者（TPA）。用户拥有大数据，为了节省本地存储空间，将数据外包到云服务器端后，将其从本地存储器删除。CSP管理大量的云服务器并向用户提供在线存储、访问等数据外包服务。TPA在用户的授权下，负责验证云服务器端的数据完整性。在该系统中，我们假设CSP和TPA都是半可信的。当用户云端的数据被破坏时，CSP为了自己的经济利益，可能在完整性审计过程中对TPA实施重放攻击以掩盖用户数据不完整的事实。而TPA可能会对用户保存在云端的大数据比较感兴趣，所以在完整性审计过程中，要确保TPA无法得知用户的敏感信息内容。
1.2系统设计目标
基于以上系统模型，我们提出的大数据完整性审计方案满足以下安全特征：
1) 隐私性：在公开审计过程中，TPA无法得知用户的隐私信息内容。
2) 公开审计：在用户授权下，TPA可以通过用户的公钥验证用户存储在云端数据的完整性。
3) 不可伪造性：只有用户或用户授权的TPA才能产生用来进行云端数据完整性验证的数据签名。
4) 授权审计：为了防止CSP端的拒绝服务攻击，只有用户授权的TPA才可以向CSP发起完整性审计挑战。
5) 存储完整性：只有当CSP正确存储用户的数据及签名时，才能通过TPA的完整性审计。
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图 1系统模型
Fig.1System model architecture
2预备知识
[bookmark: _Hlk483283451]2.1双线性映射
[bookmark: _Hlk483283896]假设是阶为大素数的乘法循环群，是群的生成元，双线性映射是一个具有下列性质的映射函数：
1） 计算性：存在一个有效的算法可计算映射e。
2） 双线性：。
3） 非退化性：。
2.2动态索引表
用户文件F外包到云存储服务器之前，用户先将其分割为个数据块，每个数据块有个扇区，并假设。则文件可表示为。为了防止数据完整性审计过程中CSP的重放攻击，我们用、表示数据块的时间戳和当前版本号。以文献[17]动态哈希表（Dynamic Hash Table, DHT）为基础，我们设计了动态索引表，如图2所示。动态索引表由TPA进行管理，内容包括两部分，一部分是块结点构成的单链表，每个结点包括、、扇区数和指向下一结点的指针。另一部分是用数组存储的所有外包文件信息部分，包含文件标识，文件总块数和指向文件第一个块的指针。
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图2动态索引表
Fig. 2Dynamicindextable

[bookmark: _Hlk484060720][bookmark: _Hlk484060928]3大数据完整性审计方案
3.1完整性审计方案的具体描述
假定是阶为大素数的乘法循环群；e为双线性映射； 、 为安全的哈希函数； 为的生成元。大数据完整性审计方案分为两个阶段：初始化阶段和完整性审计阶段。具体描述如下：
3.1.1初始化阶段：
该阶段主要包含以下三个算法：
1）用户参数的建立：用户随机选择作为私钥，并计算公钥；假定TPA的身份ID为，为了确保只有用户授权的TPA才能发起审计挑战，用户随机选择并计算，用户的授权签名为；用户选择个随机数并计算；选择伪随机函数,其中为用户在中选取的随机数，为数据块的下标及文件标识符 的联合。为了防止TPA在生成标签时看到用户的数据内容，用户将外包数据盲化成；最后将传送给TPA,将传送给CSP。
2）签名生成：假设TPA用于生成签名的私钥为，TPA计算，并为每个块计算签名，如式（1）所示：
⑴
并将传送给CSP。
3）数据及签名恢复：CSP接收到用户与TPA发送来的信息后，将外包数据解密为，并将恢复为。
3.1.2完整性审计阶段：
该阶段主要包含以下三个算法：
1）挑战生成：TPA接收到用户发送的审计授权后，从个数据块中随机选择个挑战块构成的集合和相应的随机数，然后TPA将挑战传送到CSP。
2）证据生成：CSP接收到挑战后，先验证等式（2）是否成立。
⑵
若成立，则计算完整性证据如下：
 .                 ⑶
 .               ⑷.⑸
CSP 将证据 传送给TPA。
3）证据验证：TPA接收到来自CSP的证据P后，验证等式(6)是否成立：

.⑹
若等式成立，输出YES,否则输出NO.
3.2多用户数据的批量审计
批量审计可同时验证来自不同用户的多个文件,提高TPA的执行效率。假设有 t个不同的用户，当接收到t个用户的完整性验证授权时，TPA发送挑战集合P给CSP。然后CSP计算证据集合，再将由式（7）、（8）聚合成和。
.⑺
.⑻
当接收到来自CSP的证据集合时，TPA通过式（9）验证t个不同用户的数据完整性。

⑼
若等式成立，输出YES，表示t个用户的数据正确存储在云服务器端；否则输出NO,表示用户的文件失去了完整性。
3.3数据更新
因为文件以数据块为基本存储单位存储在云服务器端，所以文件更新主要以数据块为单位。在我们方案中，可以同时执行相应的数据块更新和细粒度的扇区更新，更新算法如下：
1) 数据块插入：假定要在文件F的第个位置插入数据块，用户首先将盲化为并将加密传送至TPA。TPA生成相应的块签名，并在相应链表中第个位置插入一新结点，将结点的数据域设置为并将相应文件总块数加1。最后TPA将盲化数据块及块签名传送至CSP。
2) 数据块删除：假定要删除文件的第个数据块，用户向CSP发送删除请求后，CSP将云存储服务器中删除。TPA在相应的链表中将第个结点删除并将相应文件总块数减1。
3) 数据块修改：假定要将文件F的第个数据块修改为，CSP首先将传送给用户。用户将盲化并加密传送至TPA。TPA生成相应的块签名，然后将盲化数据块及块签名传送至CSP并更新链表。
4) 扇区插入：假定要在文件F第个数据块开始位置，插入长度为的扇区数据。用户首先向CSP发送更新请求，CSP检测是否满足。若不等式成立，CSP将第个数据块加密后返回给用户。用户将插入原数据块，将其更新为。用户将盲化并由TPA计算的块签名，然后TPA将盲化数据块及签名上传至CSP。同时TPA将相应链表中第个结点进行更新。
5) 扇区删除：假定在文件F的第个数据中删除为起始位置，长度为的数据。用户首先向CSP发送更新请求。CSP将第个数据块加密后返回给用户。用户将相应扇区删除后将盲化并由TPA计算的块标签，然后TPA将盲化数据块及标签加密上传至CSP。
6) 扇区修改：假定要修改以第个数据块为起始位置，长度为的数据为。用户首先向CSP发送更新请求，接收到请求后，CSP将第个数据块加密后返回给用户。用户用替换原数据将数据块更新为。最后用户将盲化并由TPA计算的块签名。
每次更新后，用户向TPA发送授权委托进行文件地完整性审计。完整性验证通过后，用户将本地相应的数据删除。
4方案分析
4.1正确性分析
单用户与多用户大数据完整性审计方案地正确性分析相似，因此只给出前者的正确性证明：
方案的正确性可由验证公式（6）的正确性来证明。以下证明中，假设当时，。






由以上证明可知，公式（6）可以正确审计用户云端数据的完整性。
4.2安全性分析
对于方案的安全性，我们从数据块标签的不可伪造性和用户数据对于TPA的隐私性来分析。
1）不可伪造性：当CSP接收到TPA的挑战时，假设CSP计算出的正确的证据为。但是假如用户在云存储服务器端的数据完整性被破坏，CSP根据不完整性数据计算出的证据为，其中。定义，则可以推断出至少有一个非零。如果CSP用可以通过完整性审计，则说明数据块标签是可以伪造的。若可以通过完整性验证，则
成立。又因为为正确的证据，所以

也成立。根据如上两个等式，可以推断出=. 因为为循环群, 对于给定满足。而且可表示为所以可得到式（10）：

⑽
显然，除非为零，我们可以很容易计算出 的值:
,

但是根据如上所述为非零值，并且, 也就是为零值的概率为. 因此我们可以解决离散对数（DL）计算困难问题的概率为, 显然这是不可能的。由以上证明可知，该方案具有不可伪造性。
2）隐私性：根据计算块签名公式（1），用户的隐私信息在指数位置而且是用户将盲化后的值，所以基于DL计算困难性，用户信息对于TPA是安全的。
4.3计算量分析
在CPU为Intel Corei5-4200U,内存为2G RAM环境下，我们使用版本号为0.5.14的PBC库对我们提出的审计方案与主流方案即zhu提出的方案[14]进行实验测试。
1）初始化阶段的计算量
在初始化阶段，我们使用最大块为1KB的不同数目的数据块组成的文件来进行实验。由图3可知，我们方案的计算量随着数据块的增加变化的较慢，初始化阶段运算的效率要高于方案[14]。
2）完整性审计阶段的计算量
在审计阶段，我们用大小为1MB的文件来测试数据块大小与计算量之间的关系。试验中，我们选择的挑战块为所有数据块的20%。由图4所示，在文件大小一定的条件下，数据块越大，我们方案所需的审计时间越短，而方案[14]的审计时间随着数据块大小而不断增加。
3）更新阶段的计算量
以更新阶段数据块的插入为例，将我们的方案与方案[14]进行比较。在我们的方案中增加数据块时所需要的时间比方案[14]要少，如图[5]所示。
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图3 初始化阶段运算时间与数据块数的关系
Fig. 3. Computation time with different block numbers
ininitialphase
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图4 审计阶段审计时间与数据块大小的关系
Fig. 4.Auditing time with different block size in auditing phase
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图5 更新阶段插入数据块所需时间与文件大小的关系
Fig.5. insertion time with different file size in updating phase
4.4通信量分析
初始化阶段，主要的通信量产生在用户与TPA之间及TPA与CSP之间。当用户传送给TPA时, 假设元素长度为，则主要的通信量为位，其中分别为的长度。TPA为每个数据块计算出签名后，
将发送给CSP，其主要的通信量产生在数据和签名，用户与CSP间主要的通信量为位。在审计阶段，主要的通信量产生于TPA 和 CSP之间。当发起挑战时，TPA 将挑战发送给 CSP，主要的通信量为位，其中为块索引的长度，为的长度。当接收到挑战后, CSP 发送给 TPA，其主要的通信量为 2。在更新阶段，用户与CSP以及用户与TPA之间的通信量为常数，在此可以忽略不计。我们将本方案与主流方案[6][13][14]在通信量方面进行比较，如表1所示。
5 结束语
我们提出了一种适用于大数据的动态完整性审计方案，该方案中，用户端只需要将数据进行盲化，实现了用户端轻量级的完整性审计；TPA端动态索引表结构可以提高动态更新的效率；同时，数据更新不仅局限于数据块的更新，还能实现扇区的增加、删除和修改操作。实验结果表明我们提出的方案在数据审计过程中更加高效。
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Table 1 Comparison of communication costs
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