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! 引言
近几十年公路在中国得到蓬勃发展 "保养维护也日

益成为一个问题 "需要定期对路面状况进行检查 "以便
制定相应的维护策略 " 其中重要的一项指标是路面裂
缝 # 若能在裂缝的出现初期就能发现 "并及时跟踪它的
发展情况 "那么它的维护费用将大大降低 # 如何在不影
响正常的交通情况下对整段路面进行实时的监测 "成
为亟待解决的一大难题 #传统的基于人工视觉的识别方
法越来越不能适应高速公路发展的要求 "其耗人力 $耗
时 $危险 $花费高 $效率低 "还影响正常的交通 # 计算机
高性能处理器 $大容量存储器以及图像处理技术的快速
发展 "使得路面裂缝的实时自动识别与识别技术成为可
能 # 文献 +$,提出基于改进 -./0123 算法的不均匀光照
下道路裂缝识别 "文献 +",对基于数字图像的混凝土道
路裂缝识别方法进行了描述 "传统的裂缝目标识别算法
有基于 456+7.8,$9:; +<,特征和 =>6 +?,等多种方法 "但这

些方法在识别过程中分多个阶段进行识别 "精度不高
且检测速度慢 #针对传统的裂缝目标识别方法存在的不
足 "本文提出一种基于 ’13@0A .BCDD +%, %’13@0A B0EFG2 .
CG2HGIJ@FG21I D0JA1I D0@KGAL&的道路裂缝识别方法 "不仅
可以自动提取裂缝特征 "而且在识别精度和检测速度方
面也取得了良好的效果 #

" 数据采集与建立数据集
道路裂缝图像来自道路现场的拍照和网络获取 "包

括不同的环境 $光照 $路面 $形状 "一共 7%( 张 "以 )M$ 的
比例划分为训练数据集和测试数据集 "部分样本示例如
图 $ 所示 # 图像集使用 N1O0IP/E 工具标记图片中的裂缝
信息 "因为 ’13@0A B.CDD 使用的是 >13Q1I 5:C 数据集

基于 !"#$%& ’()**的道路裂缝识别!
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摘 要 ! 传统的道路裂缝识别方法有基于 B.CDD$4>>20@$9:;S456 等多种方法 #但识别精度低 $检测速度慢 %针对
这些缺点 #提出一种基于 ’13@0A B.CDD 的道路裂缝识别方法 %首先 #采集道路裂缝图像 #建立 >13Q1I 5:C 数据集 &其
次 #基于谷歌开发的 T023GA’IGK 深度学习框架 #用数据集对 ’13@0A B.CDD 进行训练并分析各项性能参数指标 % 实验
结果表明 #在迭代 "( ((( 次的情况下 #可将训练损失降到 (U$VV <#W> 值达到 (U%V( "#取得了良好效果 %
关键词 ! 机器学习 &深度学习 &卷积神经网络 &道路裂缝 &’13@0A B.CDD&图像识别
中图分类号 ! TD$7 文献标识码 ! W #$%!$(U$?$<%XY U F332 U("<V.%))VU$)$8$"

中文引用格式 ! 李太文 "范昕炜 U 基于 ’13@0A B.CDD 的道路裂缝识别 +Z , U电子技术应用 ""("("8?!%*!<7.<?"<)U
英文引用格式 ! NF T1FK02"’12 [F2K0FU BG1\ QA0HFQ0 A0QGE2F@FG2 O130\ G2 ’13@0A B.CDD+Z,U W]]IFQ1@FG2 G^ _I0Q@AG2FQ T0Q‘2FaJ0"
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R4Q‘GGI G^ bJ1IF@c 12\ 41^0@c _2EF200AF2E "C‘F21 ZFIF12E d2FH0A3F@c"912Ee‘GJ 7$(((("C‘F21*

&’()*+,)! TA1\F@FG21I AG1\ QA1QL A0QGE2F@FG2 /0@‘G\3 1A0 O130\ G2 B.CDDf 4>>20@ f 9:;S456 12\ G@‘0A /0@‘G\3 f OJ@ @‘0 A0QGE!
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I01A2F2E ^A1/0KGAL \0H0IG]0\ O130\ G2 ;GGEI0 @A1F23 @‘0 ’13@0A B .CDD KF@‘ \1@1 30@3 12\ 121Ice03 H1AFGJ3 ]0A^GA/12Q0 ]1A1/0!
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图 $ 道路裂缝样例
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格式 !所以按照 !"#$"% &’( 数据集格式制作道路裂缝
图像数据集 "

! 识别方法
)"#*+, -./00 模型结构如图 1 所示 !它包含特征提

取 # 候选区域以及识别定位 2 部分 " )"#*+, -.300 用
-!04-+5678 !,797#"% 0+*:7,;#<网络代替 ="#* ->300 中??
4?+%+$*6@+ ?+",$A<方法实现候选框的提取 !相比于 -300BCD

4-+5678>378@7%E*678"% 0+E,"% 0+*:7,;<和 ="#* ->300BFD 4="#*
-+5678 >378@7%E*678"% 0+E,"% 0+*:7,; < ! 无论是在识别精
度还是识别速度上都有了很大的提升 "

!"# 基于 $%&’() *+,-- 的识别步骤
基于 ="#*+, ->300 的识别步骤如下 $
4G <用 300 4378@7%E*678"% 0+E,"% 0+*:7,;< BGH >GID提取原

始图像中的特征生成道路裂缝特征图 !该特征图分为两
路 !被后续的 -!0 层和 -7J !77%685 层所共享 %

41 <训练 -!0 网络 !通过 #7K*L"M 分类 "8$A7, 4锚点 <获
得 K7,+5,7E8N 和 O"$;5,7E8N4识别目标是 K7,+5,7E8N<!并通过
回归 "8$A7, 得到候选框位置 !!,797#"% 层综合 K7,+5,7E8N
和候选框生成 9,797#"%#%

4P <-7J !77%685 层输出固定尺寸的 -7J 特征图 %
4I <综合特征图与 -7J 特征图 !判别 9,797#"%# 所属物

体类别 !并最终回归道路裂缝识别框的精确位置 "
!"! 候选区域
如图 P 所示!可以看到 -!0 网络分为 Q 条线!上面一

条通过 #7K*L"M 分类 "8$A7, 获得 K7,+5,7E8N 和 O"$;5,7E8N
4识别目标是 K7,+5,7E8N!O"$;5,7E8N 是图像背景 <%下面一
条用于计算对于 "8$A7, 的 O7E8N685 O7M ,+5,+##678 偏移
量 " 最后的 !,797#"% 层则负责综合 K7,+5,7E8N "8$A7, 和
O7E8N685 O7M ,+5,+##678 偏移量获取 9,797#"%# 4候选区域 <!
同时剔除太小和超出边界的 9,797#"%#"

!". 识别定位
从图 Q 中可以看到 !-7J !77%685 层的输入来自特征

图和候选框两部分 !它输出固定尺寸的 -7J 特征图用作
后续全连接层的输入 " 如图 I 所示 !利 -7J !77%685 获得

的 -7J 特征图 !通过 KE%% $788+$* 层与 #7K*L"M 计算每个
9,797#"% 具体属于哪个物体类别 !输出类别 4$%#R9,7O<概率
向量 % 同时再次利用 O7E8N685 O7M ,+5,+##678 获得每个
9,797#"% 的位置偏移量 OO7MR9,+N !用于回归更加精确的
目标识别框 "

. 实验仿真及结果分析
实验环境为 S68N7:# GH4TI 位<

的 J8*+% 3’-U6V !显卡是 0&JWJX
YZ[TH\!主频 P]^ Y_‘!内存a Yb!
JWU是 9c$A",L!编程语言是 !c*A78"
基 于 谷 歌 开 发 的 Z+8#7,=%7: 深
度学习框架 !使用建立的 !"#$"%

&’3 数据集训练 ="#*+, ->300 模型 "
./0 训练 *1- 网络
用预训练好的 &YY>GT BGVD深度学习模型提取道路裂

缝图像中的特征生成特征图 !初始化 -!0 网络 " -!0 网
络分为分类层和回归层 Q 条线 !在分类层中 !使用 #7K*!
L"M 分类器对 "8$A7, 进行 K7,+5,7E8N 和 O"$;5,7E8N 判断 !
保留识别目标 K7,+5,7E8N!丢弃 O"$;5,7E8N%在回归层中 !
通过调整 "8$A7, 的中心坐标与长宽! 拟合出候选框位置!
!,797#"% 网络负责综合 K7,+5,7E8N 和候选框位置生成 9,7!
97#"%# 4候选区域 <" 在训练过程中 !O"*$AR#6‘+ 取 G 幅道路
裂缝图像 !根据 J7d4预测框与真实框交并比值 <!在该图
像中随机采样 GQa 个 97#6*6@+ "8$A7, 和 GQa 个 8+5"*6@+
"8$A7," J7d 大于 H]^ 的 "8$A7, 标记为 97#6*6@+ "8$A7,!即
K7,+5,7E8N%J7d 小 于 H]P 的 标 记 为 8+5"*6@+ "8$A7,! 即
O"$;5,7E8N%H]P eJ7d eH]^ 的 "8$A7, 则不参 与训 练 " 对
97#6*6@+ "8$A7, 标签为 G!8+5"*6@+ "8$A7, 标签为 H" 这些
带标签的样本和标注框的坐标被用于 -!0 的有监督的
训练 "在训练过程中 !-!0 网络的总损失函数计算如下 $

! 4 f"#g!f !$g<h

G
%$%# $
!!$%#4 f"$g!f"

"

$ g<!
G
&,+5 $
!"

"

$ ’,+54 !$! !
"

$ < < 4G<

!$%#4 f"$g! f"
"

$ g <h>%75B"$"
"

$ i4G>"$< 4G>"
"

$ < D 4Q<

!,+54 !$! !
"

$ <h
$
!#L77*A !G

4 !$> !
"

$ < 4P<

#L77*A !G
4 !$> !

"

$ <h
H]V4 !$> !

"

$ < j !$> !
"

$ jeG

j !$> !
"

$ j>H]V 其
#

他
4I<

"
"

$ h
G J7dkH]^
H J7deH]# P

4V<

式中 ! $ 表示 "8$A7, 索引 !"$ 表示 K7,+5,7E8N 概率 !"
"

$ 表示

图 P -!0 网络结构

图 Q ="#*+,>-(00 结构图

图 I 识别定位网络结构
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!"#$%& 判别值 !!’() 为分类数量 !!&*+ 为回归数量 ! !" 为预

测边界框坐标向量 ! !
!

" 为 ,%&*+&%-". !"’$%& 对应的真实边

界框坐标向量 !! 为权重参数 "
可以看到 !整个损失函数分为分类层损失函数与回

归层损失函数 / 部分 " 图 0123#图 0145#图 67’5所示为在
迭代 /8 888 次的情况下各个损失的变化曲线 !# 轴代表
迭代次数 !$ 轴分别是训练过程中分类损失 #回归损失
和总损失 !可以看到 !各类损失都是一个很小的值 !模型
收敛良好 " 表 9 展示了训练完成后各类损失结果 "

!"# 试验评价指标
目 标 识 别 中 衡 量 识 别 精 度 的 指 标 是 :;< 1:*2"

;=*&2+* <&*’>)>%" 5 !:;< 是多个类别 ;< 的平均值 " 由
于只有路 面 裂 缝 这 一 个 类 别 !因 此 采 用 ;< 7 ;=*&2+*
<&*’>)>%"5作为目标识别的评价指标 ";< 体现模型识别效
果的优劣程度 !其值越大效果越好 !反之越差 " 根据
?*’2(( 7召回率 5和 <&*’>)>%" 7准确率 5绘制一条曲线 !;< 就
是该曲线下的面积 ! 即 ;< 值是对精确率@召回率曲线
进行积分 !积分公式为 $

%A &<

&<’(<
7B5

)A &<

&<’*C
7D5

;<A
9

8"%).) 7E5

式中 !% 表示精确率 !) 表示召回率 !&< 表示被识别的含

裂缝的正类样本数 !*< 表示被识别的不含裂缝的负样本

数 !*C 表示不被识别的含裂缝正类样本数 "
图 B 所示为迭代 /8 888 次的情况下 ;< 值的变化

曲线 !在前 6 888 次 ;< 值提高得很快 !随后趋于平稳 !
最终的 ;< 值是 8FDE8 /!平均检测速度为 8FGH )"

!"! 测试结果
使用训练好的 I2)J*& ?@KCC 模型对道路裂缝进行

识别 !如图 D 所示 !在不同的光照 #不同路面 #不同裂缝
的图像上测试都取得了很好的识别效果 "
!"$ 不同识别方法比较

?@KCC#L<<"*J M9BN#I2)J ?@KCC 都是采用 LL 方法生
成候选区域 !为了验证本方法的识别优势 !在相同实验图 6 各类损失图

8 FD

8 FB

8 F6

8 FG

8 FO

8 FP

8 F9

8 F8

&*
+Q

(%
))

/ 688 D 688 9/ 688 9D 6886 888 98 888 96 888 /8 888
迭代次数

1 2 5回归损失

8 FG

8 FH

8 F/

8 F9

8 F8

#(
)Q
(%
))

/ 688 D 688 9/ 688 9D 6886 888 98 888 96 888 /8 888
迭代次数

1 R 5分类损失

8 FE

8 FD

8 FB

8 F6

8 FG

8 FH

8 FP

8 F9

J%
J2
(Q
(%
))

P 688 D 688 9P 688 9D 6886 888 98 888 96 888 P8 888
迭代次数

1 # 5总损失

表 9 各类损失结果
性能评估参数

分类层损失

回归层损失

总损失

训练 P8 888 次结果
8 F8P6 6
8 F8PD S
8 F9EE 6

图 B I2)J*&@?KCC ;< 值

8 FE

8 FD

8 FB

8 F6

8 FG

8 FH

8 FP

8 F9

8 F8

;<

P 688 D 688 9P 688 9D 6886 888 98 888 96 888 P8 888
迭代次数

8

I2)J*& ?@KCC
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图 ! 各类 "# 值比较

$ %!

$ %&

$ %’

$ %(

$ %)

$ %*

$ %+

$ %,

$ %$

"#

+ ($$ & ($$ ,+ ($$ ,& ($$( $$$ ,$ $$$ ,( $$$ +$ $$$
迭代次数

$

-./012 34566
-./0 34566
34566
7##810

条件下 !输入一张道路裂缝图像 !将 -./012 34566 与以
上 * 种目标识别算法做了比较 !如图 ! 所示 !比较结果
如表 + 所示 "
通过对比可以看出 !-./012 34566 无论是在 "# 值

还是检测速度方面都要更好 !这是因为 34566#7##810#
-./0 3 4566 都是采用 77 方法生成候选 区 域 !-./012
34566 是用 3#6 网络生成候选区域 "

! 结论
经过 +$ $$$ 次训练后!最终的总损失降到了 $%,!! (!

"# 值为 $%&!$ +!在识别路面裂缝时取得了良好的效果 "
该方法同样适用于桥梁 #隧道 #墙体裂缝识别 !为其他方
面的裂缝检测提供了一种新的方法 " 下一步的研究工作
是继续改善网络结构和参数 !提高识别 "# 值 "
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图 & 识别结果

52.N_dC&e

52.N_ dCCe

52.N_dCCe

^.?道路裂缝 ,

^X?道路裂缝 +

^N?道路裂缝 *

表 + 不同方法对比
目标识别方法

34566
7##810

-./0 34566
-./012 34566

"# 值
$%’(, $
$%’!+ *
$%&,, ’
$%&!$ +

检测速度 f /
(,%+&
)’%*+
$ %C,
$ %)*

^下转第 (C 页 ?

人工智能 "#$%&%’%() *+$,))%-,+’,

(’

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com



!电子技术应用" !"!"年 第#$卷 第%期

!" #$%%&’" (&)!*"+%+!" ,-...!/001,
2334 5(-67.895: ;!9<=95.8.> -!7-?@A? B .,-CD*&"&%

)EDFF+G+)D%+!" H+%I J&&K )!"L!EM%+!"DE "&M’DE "&%H!’NF2O 4 P
;JLD")&F +" ?&M’DE -"G!’CD%+!" Q’!)&FF+"* RSF%&CF!TU3T!
TVWTX"33UYZ3331P

23T4 6.-[.( \ ]!^.(B<9 (P8+FMDE+_+"* D"J M"J&’F%D"J+"*
)!"L!EM%+!"DE "&’H!’NF2O4P.‘‘8!TU31!aYa0WVbX"a3aZabbP

c3b4 周飞燕 !金林鹏 !董军 P卷积神经网络研究综述 c O 4 P计算
机学报 !TU3d!1UWYX"3TT0Z3TV3P

c314 Re.B.]f ‘![+M g&+!O+D fD"*h+"*!&% DE PB!+"* J&&K&’
H+%I )!"L!EM%+!"F2‘4 P‘!"G&’&")& !" ‘!CKM%&’ i+F+!" D"J
QD%%&’" >&)!*"+%+!"W‘iQ>XP -...!TU3VP

23V4 R-\A?f;? 5!6-RR.>\;? ;Pi&’S J&&K )!"L!EM%+!"DE
"&%H!’NF G!’ ED’*&ZF)DE& +CD*& ’&)!*"+%+!"2‘4 P[‘[>TU3V!
TU3VP

23Y4 7& 5D+C+"*!6ID"* j+D"*SM!>&" RID!h+"* !&% DE PRKD%+DE
KS’DC+J K!!E+"* +" J&&K )!"L!EM%+!"DE "&%H!’NF G!’ L+FMDE
’&)!*"+%+!"2‘4 P.‘‘i TU31 !.M’!K&D" ‘!"G&’&")& !" ‘!CZ
KM%&’ i+F+!" !TU31"b1YZbY3P

W收稿日期 "TU30Z3TZTVX
作者简介 !
李太文 W3001ZX!男 !硕士 !主要研究方向 "深度学习 #模

式识别 $
范昕炜 W30daZX!男 !博士 !高级工程师 !主要研究方向 "

机器人 %模式识别与智能控制 #数据挖掘 &

W上接第 VY 页 X

定性也降低 !但仍强于人脸识别系统 &
综合图 1 WDX%图 1 WkX可知 !融合后的识别效果明显

要强于任何一种单模态的识别效果 !并且具有较高的识
别率 &

! 结论
本文针对在单一模态受噪声影响下识别率下降问

题!提出对语音%图像信息分别进行提取特征值和计算匹
配分数 !然后采用自适应加权融合算法选取最优匹配权
值!得出最优决策的方法!并进行实验验证& 经实验证明!
高斯混合模型的声音识别稳定性远远强于 Ri\ 分类的
人脸识别’而且在噪声背景下!采用该匹配层融合的方法
远远优于任何一种单模态的识别效果 !同时也证明了采
用多模态的融合识别将是身份识别的重要发展方向&
参考文献

23 4 孙贵华 !陈淑荣 P一种改进的 >&G+"& 多尺度人脸检测方
法 2 O 4 P电子技术应用 !TU30!1VWaX"b1Zb0P

2T 4 范叶平 !李玉 P基于深度集成学习的人脸智能反馈认知
方法 2 O 4 P电子技术应用 !TU30!1VWVX"VZa!3bP

2b 4 余成波 !李彩虹 !曾亮 P5ZC&D"F 指纹定位的优化算法 2O4 P
电子技术应用 !TU3a!11WTX"dUZd1P

21 4 柳欣 !耿佳佳 P多生物特征融合发展现状及其展望 2 O 4 P小
型微型计算机系统 !TU3d!baWaX l3d0TZ3d00P

2V 4 陈倩 P多生物特征融合身份识别研究 2]4P杭州 "浙江大学 !

TUUdP
2Y 4 柯晶晶 !周萍 P差分和加权 \&E 倒谱混合参数应用于说话
人识别 2 O 4 P微电子学与计算机 !TU31!b3W0X"aaZ03P

2d 4 周萍 !沈昊 P基于 \^‘‘ 与 B^‘‘ 混合特征参数的说话人
识别 2 O 4 P应用科学学报 !TU30!bdW3X"T1ZbTP

2a 4 张庶 !李子月 !刘玉超 P基于 Q‘; 与 Ri\ 的人脸识别技
术 2 O 4 P指挥与控制学报 !TU30!VWbX"T10ZTVbP

20 4 刘艳丽 !王铁建 PRi\ 算法在人脸识别中的应用研究 2 O 4 P
电脑知识与技术 !TU3d!3bW3aX"3dYZ3ddP

W收稿日期 "TU30Z3TZbUX
作者简介 !
李傲梅 W30dTZX!女 !博士 !教授 !主要研究方向 "信息与

通信工程 %电子工程 &
胡正豪 W300TZ X!通信作者 !男 !硕士研究生 !主要研究

方向 "智能控制 %模式识别 !.ZCD+E"Ta01103Y0mhhP)!C&
周川川 W300UZ X!男 !硕士研究生 !主要研究方向 "电子

工程 %智能控制 &

图 1 不同噪声识别率变化图

W D X不同图像噪声

UP0U

UPaV

UPaU

UPdV

UPdU

UPYV

Q+)%M’&
i!+)&
nE&"J+"*
g&+*I%

识
别
率

o Po o P3 oPT o Pb o P1 o PV

图像噪声比例

3Poo

oP0V

oP0o

oPaV

oPao

oPdV

Q+)%M’&
i!+)&
nE&"J+"*
g&+*I%

识
别
率

o Po oP3 o PT o Pb oP1

声音噪声比例

o PoV o P3V oPTV oPbV

Wk X不同声音噪声

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

人工智能 "#$%&%’%() *+$,))%-,+’,

V0

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com



版权声明 

  经作者授权，本论文版权和信息网络传播权归属于《电子技术应用》

杂志，凡未经本刊书面同意任何机构、组织和个人不得擅自复印、汇编、

翻译和进行信息网络传播。未经本刊书面同意，禁止一切互联网论文资源

平台非法上传、收录本论文。 

  截至目前，本论文已经授权被中国期刊全文数据库（CNKI）、万方数

据知识服务平台、中文科技期刊数据库（维普网）、DOAJ、美国《乌利希

期刊指南》、JST 日本科技技术振兴机构数据库等数据库全文收录。 

  对于违反上述禁止行为并违法使用本论文的机构、组织和个人，本刊

将采取一切必要法律行动来维护正当权益。 

特此声明！ 

《电子技术应用》编辑部 

中国电子信息产业集团有限公司第六研究所

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com




