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Wearing safety helmet detection based on convolutional neural networks for mines

Liu Xin,Zhang Canming
(Anhui Academy of Coal Science, Hefei 230001 , China)

Abstract: In the production of coal mines, accidents happen to workers once in a while because of absence of safety helmet. In
order to establish digital safety helmet detection system, a wearing safety helmet detection model based on convolutional neural net-
works is proposed. Specifically, the model is based on advanced Darknet53 as model backbone, which is used to extract feature in-
formation from pictures. In addition, attention mechanism is introduced to enrich the propagation of information between features, en-
hancing the generalization of model. Finally, a wearing safety helmet pre—training dataset and a real mine scene dataset are built,
and comprehensively comparative experiments are conducted on PyTorch platform to verify the effectiveness of the model designs,
which achieves an excellent performance of 92.5 mAP on the real mine scene dataset.
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