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! 引言
利用计算机视觉技术结合图像处理和机器学习的

手段 !可以通过植物叶片的外在特征来识别水稻等植物
的不同病害 !减轻人工工作量 !并在保证准确率的同时
提高效率 "植物病害的识别算法分为病害图像目标分割
算法和病害图像模型分类算法两大部分 "
在植物病害图像目标分割的研究中 !张武等人 ! "#在

$%"& 年基于 ’(均值聚类算法和最大类间方差法进行小
麦病害图像分割 !准确率超过 )&* #马媛等人 ! $#在 $%+,
年利用方向梯度直方图特征结合均值漂移算法监督葡

萄生长状态与病虫害 !该方法取得了 -%*以上的准确
率 #./0 1 等人 ! 2#在 $%+, 年针对水稻病叶的颜色 $纹理
等特征 !将超像素算法和随机森林分类器相结合 !圈定

了病斑区域 "
在植物病害图像模型分类的研究中 !$%+3 年张善文

等人 ! 3#利用局部判别映射算法结合最近邻分类器 !将玉
米病斑图像重组为向量并进行识别 !得到高于 )%*的准
确率 #陈俊伸 ! &#在 $%+) 年改进了深度卷积神经网络模型
进行水稻叶瘟病识别 !与人工抽样调查结果交叉验证的
’4554 系数为 %67-!具有较高一致性 "
图像处理和机器学习算法在识别作物病害方向取

得了较好成效 "然而受到图像集效果和作物不同外在特
征的影响 !算法还有优化空间 " 本文对水稻的 2 种常见
病害 ! ,#识别进行研究 !同样将识别过程分为两个环节 %
首先对图像进行预处理 !从中提取病斑特征并降维 !用
于后续分类 #然后使用 89 神经网络算法对水稻病害进

基于优化 !" 神经网络的水稻病害识别算法研究
陈悦宁#郭士增#张佳岩#蒲一鸣

:哈尔滨工业大学 电子与信息工程学院 !黑龙江 哈尔滨 +&%%%+;

摘 要 ! 结合图像处理技术和机器学习算法 #对水稻的 2 种最常见病害 :即稻瘟病 $白叶枯病和细菌性条斑病 ;进行
识别和分类 % 首先 # 分割出水稻病害图像中的病斑部分并建立图像集 # 然后针对病理外在表现提取和优化病斑特
征 % 接着 #建立 89 神经网络模型来根据优化后的特征来识别不同种类的水稻病害 %最后 #利用模拟退火算法结合自
适应遗传算法 #为 89 算法选择合适的初始参数 #以寻求最优解 #改进分类模型 % 结果表明 #改进后的 </=>/(89 算
法具有较高的水稻病害识别准确率 #具有可行性 #且与传统的人工检测方法相比更加准确和高效 %
关键词 ! 水稻病害识别 &89 神经网络 &自适应遗传算法 &模拟退火算法 &图像处理
中图分类号 ! ?<)++672#?9+-2 文献标识码 ! / "#$!+%6+,+&7@A 6 BCCD6%$&-(7))-6+)%))-

中文引用格式 ! 陈悦宁 !郭士增 !张佳岩 !等 6 基于优化 89 神经网络的水稻病害识别算法研究 ! E # 6电子技术应用 !$%$%!3,
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英文引用格式 ! FGHD IJHDBDK!=JL >GBMHDK!NG4DK EB4O4D!HP 4Q 6 RHCH4STG LD SBTH UBCH4CH SHTLKDBPBLD 4QKLSBPGVC W4CHU LD L5PBVBMHU
89 DHJS4Q DHPXLSY!E # 6 /55QBT4PBLD LZ [QHTPSLDBT ?HTGDB\JH!$%$%!3,:);%-&(-7!)26

RHCH4STG LD SBTH UBCH4CH SHTLKDBPBLD 4QKLSBPGVC W4CHU LD L5PBVBMHU 89 DHJS4Q DHPXLSY

FGHD IJHDBDK!=JL >GBMHDK!NG4DK EB4O4D!9J IBVBDK
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VLUHQ 4DU TQ4CCBZO PGH L5PBVBMHU ZH4PJSHC 6 _BD4QQO^ PGH 89 TQ4CCBZBT4PBLD VLUHQ BC BV5SL‘HU WO L5PBVBMBDK PGH CHQHTPBLD 5SLTHCC LZ
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,-. /0)1’! BUHDPBZBT4PBLD LZ SBTH UBCH4CH#89 DHJS4Q DHPXLSY#4U45PB‘H KHDHPBT 4QKLSBPGV#CBVJQ4PHU 4DDH4QBDK 4QKLSBPGV# BV4KH 5SL!
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行识别 !将其与自适应遗传算
法和模拟退火算法结合后作

为最终分类器 ! "#"

! 水稻图像处理及病斑特
征提取

水稻病害图像预处理及

病斑提取的过程如图 $ 所示 !
首先对原始图像进行去噪预

处理以消除环境因素的干扰 !
之后利用限制对比度的自适

应直方图均衡化算法处理图

像 !改善局部对比度 " 接下来
用 %&均值聚类算法进行图像
分割 !将病斑从图像中提取出
来后进行形态学处理 !获得更
加完整的病斑图像 " 最后 !从
图像中提取特征并优化 !作为
水稻病害分类依据 "
!"! 图像预处理及去噪
为了精确分割病斑 !首先对图像进行预处理和去噪!

同时尽可地保留图像边缘信息 "本文将非线性滤波保留
边缘信息的特性与中值滤波良好的去噪性能相结合 !采
用非线性滤波中值去噪法 !用滑动窗口内每个像素点邻
域内像素灰度的中值作为像素灰度值 "
!"# 直方图均衡化
直方图均衡化将原始图像中灰度较为集中的部分

进行拉伸变换 !使图像灰度在整个范围内均匀分布 !提
高图像质量 !使病斑部分更加清晰 ! ’#"
为了避免病害图像的颜色失真 !先将病害图像转换

到视觉均衡的色调 #饱和度 #明度色彩空间 !再对其中
明度通道的每个像素用其邻域内像素的直方图来进

行均衡 !同时限制局部对比度以确保噪声不会被过度放
大 ! (#" 最后 !将处理后的病害图像转回红绿蓝色彩空间 "
!"$ 图像分割及形态学处理
由于水稻病斑的颜色与叶片本身差异大 !因此可基

于 %&均值聚类算法 !将图像的像素点在特征空间中聚
类 !再按 $病斑 %和 $正常叶片 %重构两类图像 "
本文研究的 ) 种水稻病斑分割效果如图 * 所示 !可

以看出 !%&均值聚类算法可以良好地分割这 ) 种病害
图像 !且较好地体现了病斑的外在特征 "
!"% 特征提取及优化
分类器需要提取能够反映出原始图像样本信息的

特征参数 !并进行合理优化以降低复杂度 "
根据 ) 种病害的病理外在表现 !本文提取了 +, 个水

稻病害图像的特征参数 !其中颜色特征包括 -./ 空间
的颜色集的均值 #方差 #能量参数以及 -./ 空间 #012
空间以及 345 空间中各个分量的三阶颜色矩 &形状特征

包括病斑的离心率 #矩形度 #伸长度 #紧凑度和复杂度以
及 " 个 -6 不变矩 ! $7#&纹理特征包括灰度图像的 , 个不
同方向上的灰度共生矩阵的能量 #对比度 #同质性 #熵以
及相关性的均值和方差 ! $$#"
特征提取得到的参数较多 !会加大分类复杂度 " 所

以本文用主成分分析法优化特征 !设定累积贡献值为
("8!将 +, 个参数优化为 ’ 个来进行识别 "

# 水稻病害分类器设计
为提升识别准确性 !需针对图 * 中病斑的不同特点

来设计分类算法 " 这 ) 种病斑的特点为 ! $*#’稻瘟病病斑
为梭形 !中心呈灰白色 !外圈侧呈褐色 !有褐色坏死线贯
穿 &白叶枯病的叶脉方向有黄褐色或灰色长斑 &细菌性
条斑病的叶脉间延伸着黄褐色细纹 "
#"! 利用 &’ 神经网络进行水稻病害图像分类
从神经网络输入层输入训练样本 !经隐层处理后传

至输出层 !与样本标签对比得到误差值 ! $)#!接着反向传
播这个误差来修正隐层的参数 " 迭代以上过程 !最终使
系统输出信息与期望输出信息尽可能接近 ! $,#" 将分类器
输出与训练集交叉检验 !得到表 $ 所示结果 "

可以看出 !用 29 神经网络识别稻瘟病和白叶枯病
的准确率较高 !而对细菌性条斑病的识别率较低 " 结合
神经网络特点来分析 !由于 29 算法在选择初始权值和
阈值时的随机性强 !神经网络梯度下降方向也相对随
机 !一旦所选初值不合理 !易陷入局部极小值 "
#"# 利用改进的 ()*+),&’ 算法进行水稻病害图像
分类

自适应遗传算法常用于全局式搜索 !并且在遗传的
前后期采用不同的交叉和变异策略 !利于保持种群多样

图 $ 水稻病害图像预处理
及病斑特征提取的流程图

图 * 水稻病斑分割效果图

: 4 ;稻瘟病图像 :5 ;白叶枯病图像 : < ;细菌性条斑病图像

:= ;稻瘟病病斑 : > ;白叶枯病病斑 : ? ;细菌性条斑病病斑

病害名称

稻瘟病

白叶枯病

细菌性条斑病

样本个数

*77
*77
*77

正确识别个数

$()
$’*
$@’

准确率 A8
(@B+
($
’,

表 $ 基于 29 神经网络的病斑识别结果
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性 ! 因此 "可以利用自适应遗传算法来确定 !" 算法的
初始权值和阈值 ! 进一步地 "可以利用模拟退火算法拉
伸自适应遗传算法的适应度函数 "在算法前期使适应度
相似的个体产生后代的概率相似 " 随着温度逐渐下降 "
拉伸适应度函数来放大个体间的差异 "使优秀个体的优
势更明显 "帮助算法趋于全局最优 !

#$%&$’!" 改进算法的工作流程图如图 ( 所示 !

)* +个体和种群初始化
设种群大小为 ,-."结合输入层和隐层之间 #隐层与

输出层之间的权值以及隐层和输出层的阈值进行编码 "
来描述种群中的个体 !

/0 1拉伸适应度函数 "计算种群适应度 "用训练数据
测试 !" 神经网络"用结果与输出之间的误差衡量适应度!
用模拟退火法拉伸适应度函数 "得到适应度为 $

!"2 3
#" 4 $

%

"25
! &"4$./.677’851

/51

式中 "(" 为第 " 个个体拉伸后的适应度值 " &" 为原适应
度 "% 为种群大小 "$. 为初始温度 "’ 为迭代次数 !

/9 1交叉和变异
自适应算法改进遗传算法应在前期广泛搜索 "保持

种群多样性 %后期细致搜索 "防止破坏最优解 !非线性自
适应交叉概率 ): 和变异概率 *; 分别为 < ,=>$

*:2
58 ?@:ABC/ &?D &;+

! 40" #"?@:ABC/ &?4 &;+$! 4E

?@:ABC/ &?4 &;+
!

" ?@:ABC/ &?4 &;+F! D

%
’
’
’
’
&
’
’
’
’
(

E

*;2
-G.0 58 ?@:ABC/ &?4 &;+

! 40" )"?@:ABC/ &?4 &;+F! 4E

?@:ABC/ &?4 &;+
! 4H

" ?@:ABC/ &?4 &;+$! 4

%
’
’
’
’
&
’
’
’
’
(

E

式中 " &? 是个体平均适应度 " &; 是个体最高适应度 !
/H +选择
用轮盘赌法进行选择 "对种群中个体的适应度函数

归一化评分 "然后以产生的随机数为依据来选择个体 "
进入下一次迭代 ! 越优秀的个体的归一化评分越高 "被
选中的概率也越大 !

/= +反复迭代
反复重复步骤 /0+! /H+"记录适应度最好的个体 "直

到迭代次数达到上限或迭代结果满足精度要求 !
迭代完成后 "提取最优个体信息作为 I" 算法的初

始权值和阈值 "放入 0G5 节中的模型中重新训练 !
!"# 结果与讨论
采用 J$K&$8I" 改进算法对水稻的 9 种病害进行

识别 "得到的分类结果如表 0 所示 "改进算法与原算法
的结果对比如表 9 所示 ! 可以看出 "使用 J$K&$8I" 改
进算法对 9 种病害的识别结果普遍优于 I" 神经网络 "
两种方法均对稻瘟病的识别效果最佳 ! 结果表明 "
J$K&$8I" 改进算法可以更好地拟合数据 "提高识别准
确率 !

# 结论
本文主要工作是设计算法 "提取水稻病害图像特征 "

对 9 种常见病害进行识别 %提取并优化水稻病斑特征 "
降低复杂度 "以 I" 算法为基础 "采用将自适应遗传算
法 #模拟退火算法与 I" 神经网络结合的 J$K&$8I" 分
类模型来识别水稻病害 ! 结果表明 "J$K&$8I" 算法准
确率优于传统 I" 神经网络 "对 9 种病害的识别准确率
分别达到了 7LG=M#7EM和 70G=M!

图 9 J$K&$8I" 改进算法流程图

/0 +

/9+

病害名称

稻瘟病

白叶枯病

细菌性条斑病

样本个数

0--
0--
0--

正确识别个数

57N
570
5L=

准确率 DM
7L G=
7E
70 G=

表 0 基于 J$K&$8I" 改进算法的病斑识别结果

表 9 J$K&$8I" 算法与 I" 算法的
病斑识别结果对比

稻瘟病

白叶枯病

细菌性条斑病

7EG=
75
LH

7L G=
7E
70 G=

J$K&$8I" 算法
识别准确率 DM

I" 算法
识别准确率 DM

病害名称

/下转第 79 页 +

计算机技术与应用 $%&’()*+ ,*-./%0%12 3/4 5)6 7’’08-3)8%/6

LN

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com



!电子技术应用" !"!"年 第#$卷 第%期

参考文献

!"# 张武 !黄帅 !汪京京 !等 $复杂背景下小麦叶部病害图像
分割方法研究 ! % # $计算机工程与科学 !&’"(!)*+*,"
")-./")(-0

!&# 马媛 !冯全 !杨梅 0基于 123 的酿酒葡萄叶检测 ! % # 0计算
机工程与应用 !&’"4 !(&+"(,""(5/"4"0

!)# 678 9!6:;3 < 107=>?@A>BC DEFB?G FEH@EG>A>B?G IJ?@ JBCE
DEAI KDAF> IBEDL B@AHEF KAFEL ?G JAGL?@ I?JEF> !M# 0 8:::
8G>EJGA>B?GAD M?GIEJEGCE ?G NEAD/>B@E M?@O=>BGH P
N?K?>BCF!&’"40

!-# 张善文 !张传雷 0基于局部判别映射算法的玉米病害识
别方法 ! % # 0农业工程学报 !&’"-!)’+"",""4*/"*&0

!(# 陈俊伸 0水稻叶瘟病灶区智能圈定与分级 !Q# 0北京 "中国
地质大学 +北京 ,!&’".0

!4# 丰丙琴 !艾春利 !贾忠玲 !等 0水稻常见病虫害防治技术
措施 ! % # 0农业与技术 !&’"5!)5+-,"4.0

!*# 蒲一鸣 0基于机器学习的水稻病害识别和叶龄检测算法
研究 !Q# 0哈尔滨 "哈尔滨工业大学 !&’".0

!5# R7NR:Q2 % 3 707G A=>?@A>BC @E>S?L >? LE>EC> AGL
@EAF=JE DEAI LBFEAFE FT@O>?@F =FBGH LBHB>AD B@AHE OJ?CEFF/
BGH!% # 0UDAG> QBFEAFE!&’"-!.5+"&,""*’./"*"40

!.# 苏巧 !魏以民 !沈越泓 0基于神经网络的含噪动态源分离

算法 ! % # 0电子技术应用 !&’"5 !--+&,"55/."!.40
!"’# M1:; M M08@OJ?VEL @?@EG> BGVAJBAG>F I?J FSAOE LBFCJB@/

BGA>B?G!%# $UA>>EJG NEC?HGB>B?G"WSE %?=JGAD ?I >SE UA>>EJG
NEC?HGB>B?G X?CBE>T!"..) !&4+(,"45)/454$

!""# W76YN7 1!62N8 X!Z767[7\8 W$WE]>=JAD IEA>=JEF
C?JJEFO?GLBGH >? VBF=AD OEJCEO>B?G!%#$8::: WJAGFAC>B?GF ?G
XTF>E@F!6AG AGL MTKEJGE>BCF!".*5!5+4,"-4^/-*)0

!"&# 蔡祝南 0水稻病虫害防治 !6# 0北京 "金盾出版社 !"..&0
!")# 姚宇晨 !彭虎 0基于深度学习的通信信号自动调制识别
技术 ! % # 0电子技术应用 !&^". !-(+&,""&/"(0

!"-# 于耕 !方鸿涛 0基于 RU 神经网络改进 Y\_ 的组合导航
算法 ! % # 0电子技术应用 !&^". !-(+-,"&./))0

!"(# 闫春 !厉美璇 !周潇 0基于改进的遗传算法优化 RU 神经
网络的车险欺诈识别模型 ! % # 0山东科技大学学报 +自然
科学版 ,!&^".!)5+(,"*&/5^0

+收稿日期 "&^"./^./^*,
作者简介 !
陈悦宁 +"..5/ ,!女 !硕士研究生 !主要研究方向 "图像

处理 #基于机器学习的通信信道估计 $
郭士增 +".4(/,!男 !博士 !副教授 !主要研究方向 "专网

无线通信技术 %‘98 网络测试技术 #宽带无线通信技术 &
张佳岩 +".*-/,!男 !博士 !副教授 !主要研究方向 "编码

技术及实现 %图像处理 %物联网 &

+上接第 5* 页 ,

对点云密度进行调控时 !重建点云的数量以及点云的平
均间距 & 由图 . 和表 4%* 同样可以得出前面的结论 &

! 结论
本文提出了一种运动恢复结构生成点云的密度调

控方法 a该方法通过对二维特征点的密度进行调控进而
达到对三维图像点云密度的控制 !使得图像点云的密度
与激光点云的密度相差较小 !利于二者的配准融合 & 但
是在根据激光点云的密度求取同样密度的图像点云时 !
只能估算出近似的 ?CbLBF 值 !而此时的图像点云密度与
激光点云密度相比仍有较大的偏差 ! 还需要进一步对
?CbLBF 值进行调节才能达到更好的效果 !下一步将研究
如何对图像点云密度进行自适应调控以提高密度调控

效率 &
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