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Mine pedestrian detection based on side—window filter and dilated convolution

Liu Xin, Li Weilong,Zhang Canming
(Anhui Academy of Coal Science ,Hefei 230001 , China)

Abstract: In digitalized mines, pedestrian detection system is able to greatly reduce accident casualties, which is an essential strate-
gy for guaranteeing workers’ well —being. In order to establish mine pedestrian detection system with high performance, a mine
pedestrian detection based on side —window filter and dilated convolution is proposed. Specifically, in terms of mines environment
with complicated and hostile conditions, side—window filter is adopted to suppress disturbing signals in surveillance pictures, improv-
ing image quality. In addition, considering the multi—scale characteristic of pedestrian objects, dilated convolution is introduced into
model to increase receptive field of features, thus enhancing detection performance. A number of comparison experiments are con-
ducted to illustrate the effectiveness of side—window filter and dilated convolution, and the model achieves excellent performance of
94.3 mAP and 99.1% of detection accuracy on the mine dataset.
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