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Abstract: Aiming at the problem of Web attack traffic deteet sonvolutional neural network model based on Dynamic Adaptive Poo-

fic in the data set is trimmed,aligned,and complemented to generate a

ling Algorithm (DAPA) was proposed. Firstly,each r@
series of 50 x 150 matrix data A as input. Then amit adaptive convolutional neural network model built to detect abnormal traffic

can adjust the pooling process dynamically accordr

ture to solve the problem of over-fitting jn

provement of 1.2% ,a loss value of 2§
tive pooling.
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different feature maps,and a Dropout layer can be added to the network struc-
e ﬂ’ feature extraction process. Experiments show that the method has an accuracy im-

an over-fitting problem is solved compared with the method without using dynamic adap-

; Convolutional neural network ;dynamic adaptive pooling
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