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/ 引言
深度卷积神经网络 !"#$%#&’()#$*& +,’-*& +,(.#-/!"++0

已经成为了当前计算机视觉系统中最有前景的图像分

析方法之一 "
近年来 !随着 1)$*-23+,(#4#-,5*3+,(#61"3+,( 等 7839:

低精度量化神经网络的深入研究 !越来越多的研究集中
于在 ;<=6 硬件中构建定制的加速器结构 !实现 "++ 的
加速 7 >:" 基于 ;<=6 的低精度量化神经网络实现主要可
分为两类 ?流架构 7 @3A:和层架构 7 B3C:" 其中 !由于流架构实
现了流水线化 !每个阶段都可以独立处理输入且可以针
对 "++ 逐层设计并优化相应层的加速运算单元 ! 因此
拥有更高的吞吐率和更低的延迟以及内存带宽 !但其逻
辑资源等消耗也相当可观 " 因此 !现有的基于流架构实
现的二值神经网络加速器研究大多是针对 9D!9D 尺度

E+FGH 数据集等小尺度的图像输入 " 而实际应用中更多
使用如 >>C!>>C 尺度的 IJKJ#DD>!DD> 尺度的 L== 等
作为骨干网络 !一方面 !大尺度输入的网络结构参数量
往往较大 !以 L== 为例 !其参数量大约 @MM E1N!高端
;<=6 的片上内存容量也仅 9DO8 EP 左右 !这对 ;<=6 实
现 "++ 加速将是资源瓶颈 " 即使采用低精度量化策略 !
;<=6 有限的片上内存资源仍捉襟见肘 "另一方面 !虽然
各层运算单元可以得到特定优化 !然而由于网络拓扑结
构限制 !往往各层网络很难实现计算周期的匹配 !从而
造成推断性能难以进一步提高 "针对基于流架构的二值
卷积神经网络加速器设计存在的资源与性能的瓶颈 !本
文以 DD>!DD> 尺度的 L==388 网络加速器设计为例 !重
点研究了大尺度的二值卷积神经网络硬件加速器设计 #
优化及验证 !主要工作如下 $

Q8N针对大尺度流架构的二值 L== 卷积神经网络加
速器设计存在的资源与性能瓶颈 !提出了网络模型优化!基金项目 $国家自然科学基金 ! A8BM8DR@ !A8CM8DCA N

二值 !""卷积神经网络加速器优化设计!

张旭欣!张 嘉!李新增!金 婕
!上海工程技术大学 电子电气工程学院 !上海 DM8AMMN

摘 要 " 基于 ;<=6 的二值卷积神经网络加速器研究大多是针对小尺度的图像输入 !而实际应用主要以 IJKJ"L==
等大尺度的卷积神经网络作为骨干网络 # 通过从网络拓扑 "流水线等层面对卷积神经网络硬件进行优化设计 !从而
解决逻辑资源以及性能瓶颈 !实现输入尺度更大 "网络层次更深的二值 L== 神经网络加速器 $ 采用 "F;6S38M 数据
集对基于 ;<=6 的 L== 卷积神经网络加速器优化设计进行验证 !实验结果表明系统实现了 C8T的识别准确率以及
D8ROR ;<G 的识别速度 !验证了优化方法的有效性 $
关键词 " 优化设计 %二值卷积神经网络 %;<=6 加速器
中图分类号 " H+>MD%H<8C9 文献标识码 " 6 012"8MO8A8@BUV O )WW$OMD@C3BRRCODM8DMB

中文引用格式 " 张旭欣 !张嘉 !李新增 !等 O 二值 L== 卷积神经网络加速器优化设计 7 X : O电子技术应用 !DMD8!>BQD0$DM3D9O
英文引用格式 " YZ*$[ \’])$!YZ*$[ X)*!K) \)$^,$[!,( *& O J_()‘)^*()#$ a,W)[$ #5 P)$*-2 L== b#$%#&’()#$*& $,’-*& $,(.#-/ *bb,&3
,-*(#-7 X : O 6__&)b*()#$ #5 c&,b(-#$)b H,bZ$)d’, !DMD8!>B!DN$DM3D9O

J_()‘)^*()#$ a,W)[$ #5 P)$*-2 L== b#$%#&’()#$*& $,’-*& $,(.#-/ *bb,&,-*(#-

YZ*$[ \’])$!YZ*$[ X)*!K) \)$^,$[!X)$ X),
!"#&&,[, #5 c&,b(-#$)b *$a c&,b(-)b*& c$[)$,,-)$[!GZ*$[Z*) e$)%,-W)(2 #5 c$[)$,,-)$[ Gb),$b, !GZ*$[Z*) DM8AMM!"Z)$*N

(3456’,5" E#W( #5 (Z, ,])W()$[ -,W,*-bZ,W #$ *bb,&,-*(#-W #5 P)$*-2 b#$%#&’()#$*& $,’-*& $,(.#-/W P*W,a #$ ;<=6 *-, *)‘,a *(
W‘*&& 3Wb*&, )‘*[, )$_’( f .Z)&, (Z, *__&)b*()#$W ‘*)$&2 (*/, &*-[, 3Wb*&, b#$%#&’()#$*& $,’-*& $,(.#-/W W’bZ *W IJKJ *$a L== *W
P*b/P#$, $,(.#-/WO HZ, Z*-a.*-, #5 b#$%#&’()#$*& $,’-*& $,(.#-/ )W #_()‘)^,a *$a a,W)[$,a 5-#‘ (Z, (.# *W_,b(W )$b&’a)$[ (Z, $,("
.#-/ (#_#&#[2 *$a _)_,&)$, W(*[, f W# *W (# W#&%, (Z, P#((&,$,b/ #5 &#[)b -,W#’-b,W *$a )‘_-#%, (Z, _,-5#-‘*$b, #5 (Z, P)$*-2 L==
$,(.#-/ *bb,&,-*(#- O "F;6S 38M a*(*W,( -,W)^,a (# DD> !DD> .*W ’W,a (# %,-)52 (Z, #_()‘)^,a a,W)[$ #5 L== b#$%#&’()#$*& $,’-*&
$,(.#-/ *bb,&,-*(#- P*W,a #$ ;<=6O c]_,-)‘,$(*& -,W’&(W WZ#.,a (Z*( (Z, W2W(,‘ *bZ),%,a C8T -,b#[$)()#$ *bb’-*b2 *$a D8ROR
;<G -,b#[$)()#$ W_,,a!.Z)bZ %,-)5),a (Z, ,55,b()%,$,WW #5 (Z, #_()‘)^*()#$ ‘,(Z#aO
789 !-6:4" #_()‘)^*()#$ a,W)[$ %P)$*-2 b#$%#&’()#$*& $,’-*& $,(.#-/%;<=6 *bb,&,-*(#-

;/
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图 ! 批归一化与激活

和流水线优化的方法 !
"# $设计并优化了 ##%!##% 尺度的基于流架构的二

值 &’’ 卷积神经网络加速器 !实验表明基于 ()’* 平台
实现了 +!,的准确率 "#!-.- ()/ 的识别速度 "相较于同
类型的加速器识别速度最高提升了 00 倍 !

! 二值卷积神经网络加速器
二值卷积神经网络激活与权值均采用符号函数进

行二值化 "如式 1! 2所示 #

!3456781! $4
9!"!!:
;!"!<" :

1!$

其中 ! 为单精度浮点权重 "!3 为二值权重 ! 在硬件设计
中若以逻辑 : 表示;!"逻辑 ! 表示 !"则有 #

1! $乘法运算可简化为 =8>? 运算和 )>@A>B8C 累加运
算 D EF! 因此 "对于特征图 " 行 # 列卷积核大小为 G$%"&"2的
卷积运算 "如式 "# 2所示 #

’>BC "" "%4
&"

(4:
#

&%

) 4:
$H8>?"!

*

+ " , "’
*

" - + " # - , 2 "#2

"# 2二值卷积神经网络的批归一化与符号激活函数
运算过程如图 ! 所示 !

若结合归一化与符号激活函数即 ’45678 "IJ ". 2 2 "
可得 #

’4
9!".!!/ "

# $"-%%

;!".<!0 &
# $"-%%

&
(
(
(
(
’
(
(
(
(
)

"#K:2 "02

若以逻辑 : 表示 ;! "逻辑 ! 表示 ! "则阈值 1 可转
换为 #

14 !
# " LM689!0 &

# $"-%% 2 " % 2

其中 . 为前一层卷积层输出 "!$$ 是批量输入的均值
和方差 "%$#$& 为参数 "LM68 表示输入通道数 !
综上所述 "二值卷积运算单元 " )?>LN55687 OPNQN8C "

)O2计算流程如下 #输入特征图与权值经过同或门与累
加器进行卷积运算 " 再经阈值比较器实现批归一化与
激活函数运算 "硬件结构如图 # 所示 !
卷积层包含了多通道输入与多通道输出 ! 因此 "单

层计算引擎通常由 )O 阵列构成 "如图 0 所示 "计算引
擎从缓冲区读入 /RST 通道特征图 "经 )O 阵列并行计
算得到多个输出到缓冲区 !
基于数据流结构的加速器 "通过层间流控模块 "逐

层将二值卷积计算引擎连接起来 "整体结构如图 % 所
示 "通过调节各层 /RST 与 )O 参数 "可以实现性能与

逻辑资源的最优化 !

" 优化设计
针对二值卷积神经网络加速器存在的资源瓶颈以

及性能瓶颈 "需要从网络拓扑 $流水线运算周期均衡等
多方面进行优化设计 #

G! 2由于硬件资源限制 $网络结构以及大量的网络
参数 "往往造成片上存储资源瓶颈 "因此需要首先针对
网络结构进行优化 !

G# 2由于不同网络层运算量各不相同 "运算所需周
期也不同 "因此需要针对流水线进行逐层的运算优化 "
平衡每层的运算周期 !
" #! 网络结构优化
原始 &’’;!! 的网络拓扑中的首个全连接 (L! 层

参数量显著高于其余各层 "约占网络整体参数量 U-V !
由于其参数量过大 "既造成了片上内存资源瓶颈又导致
计算量过大 "与其余各层计算周期严重不均衡 "使流水
线阻塞造成性能瓶颈 !针对上述问题 "对 &’’;!! 网络
结构的瓶颈层进行优化 #

G! 2对原始浮点卷积 &’’;!! 进行二值化 "以有效
降低内存占用以及逻辑资源数量 !

G# 2在卷积层与 (L! 层之间添加全局最大池化层 "将
卷积层输出特征图从 U!U 池化到 !!!!

图 # 二值卷积运算单元

图 0 二值卷积计算引擎

图 % 数据流架构

"!
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优化后的二值 !""#$$ 网络拓扑如表 $ 所示 !添加
全局最大池化层 %"&’()& *)+ ,’’&-后 !./0 层参数量降低
了约 12 倍 !同时由于对网络进行了二值化 !整体网络参
数所占内存空间从 30045 *6 降低到 5477 *6!因而有效
地从网络结构层面降低了内存资源瓶颈 "

/"0 流水线优化
基于数据流架构示意图如图 3 所示 !89:;:);:’9 89;<=>)&

为两个任务间的时间间隔 !?);<9/@ 为整体任务完成的延
迟 " 由于采用数据流架构 !网络加速器的吞吐率可以采
用 !/&AB""C)+ 来进行估算" 计算延迟最慢的网络层会导致任
务间的时间间隔最大为""C)+!从而决定了网络的吞吐率 "

根据上述分析可知 !消耗时钟周期数最多的计算引
擎会成为整体性能的瓶颈 !从而会造成其他层资源的浪
费和性能的下降 "因此 !针对流水线优化 !需要针对不同
的计算引擎之间进行整体的计算周期均衡 !尽可能地保
证各层的计算周期相近 "

为了有效提高加速器的性能与资源利用率 !本文设
计了不同的 ,D 阵列参数配置 !以验证不同的 ,D 和
E8*F 配置对分类效率的影响 !表 G 中给出的计算阵列
结构参数 !H 是最低速的配置 !6#I#F#D 依次增加了
,D 以及 E8*F!D 是根据调整得到的最好的结果 "

如表 5 所示 !根据表 G 中 E8*F 及 ,D 参数所对应的
各网络层计算周期 !通过尽可能将各网络层运算周期均
衡调整 !从而可以在相应的资源占用率下实现最大化加
速器推断速率 "

1 结果
在 J(K9;K$74L1 操作系统下!基于 ,@;’=/M 深度学习框

架训练二值 !""N00 卷积神经网络 !实验基于 I8.HON0L

名称

89PK;
I’9>0
*)+,’’&
I’9>G
*)+,’’&
I’9>5
I’9>1
*)+,’’&
I’9>3
I’9>7
*)+,’’&
I’9>Q
I’9>R
*)+,’’&

"&’()& *)+,’’&
./0
./G
./5

输入特征图

GG1!GG1!5
GG1!GG1!5
GG1!GG1!71
00G!00G!71
00G!00G!0GR
37!37!0GR
37!37!G37
37!37!G37
GR!GR!30G
GR!GR!30G
GR!GR!30G
01!01!30G
01!01!30G
01!01!30G
Q!Q!30G

30G
1L27
1L27

核

B
5!5
G!G
5!5
G!G
5!5
5!5
G!G
5!5
5!5
G!G
5!5
5!5
G!G
Q!Q
B
B
B

输出特征图

GG1!GG1!5
GG1!GG1!71
00G!00G!71
00G!00G!0GR
37!37!0GR
37!37!G37
37!37!G37
GR!GR!30G
GR!GR!30G
GR!GR!30G
01!01!30G
01!01!30G
01!01!30G
Q!Q!30G

30G
1L27
1L27
0L

参数

B
0QGR
B

Q5QGR
B

G2120G
3R2RG1

B
G532G27
G532G27

B
G532G27
G532G27

B
B

GL2Q03G
07QQQG07
1L27L

表 0 二值 !""N00 网络拓扑

图 3 流水线时序图

I’9>0

I’9>G

I’9>5

I’9>1

I’9>3

I’9>7

I’9>Q

I’9>R

./0

./G

./5

H
,SR
ES5
,SR
ES5G
,SR
ES5G
,S07
ES5G
,SR
ES5G
,S07
ES5G
,S1
ES5G
,S1
ES5G
,S0
ES1
,SG
ESR
,S0
ESG

6
,S07
ES5
,S07
ES5G
,S07
ES5G
,S5G
ES5G
,S07
ES5G
,S07
ES71
,SR
ES5G
,SR
ES5G
,S0
ES1
,S0
ESR
,S0
ESG

I
,S5G
ES5
,S07
ES71
,S07
ES71
,S5G
ES71
,S5G
ES5G
,S5G
ES71
,SR
ES71
,SR
ES71
,S0
ES1
,S0
ESR
,S0
ESG

F
,S71
ES5
,S5G
ES71
,S5G
ES71
,S71
ES71
,S5G
ES71
,S71
ES71
,S07
ES71
,S07
ES71
,S0
ESR
,S0
ES07
,S0
ES1

D
,S71
ES5
,S71
ES71
,S71
ES71
,S0GR
ES71
,S71
ES71
,S0GR
ES71
,S5G
ES71
,S5G
ES71
,S0
ES07
,S0
ES5G
,S0
ESR

网络层

表 G ,D 阵列配置

网络层

I’9>0
I’9>G
I’9>5
I’9>1
I’9>3
I’9>7
I’9>Q
I’9>R
./0
./G
./5

H
570G7QG
570G7QG
570G7QG
570G7QG
570G7QG
570G7QG
570G7QG
570G7QG
050LQG
050LQG
5GQ7R

6
0RL7557
0RL7557
0RL7557
0RL7557
0RL7557
0RL7557
0RL7557
0RL7557
050LQG
050LQG
5GQ7R

I
2L507R
2L507R
2L507R
2L507R
2L507R
2L507R
2L507R
2L507R
050LQG
050LQG
5GQ7R

F
1303R1
1303R1
1303R1
1303R1
1303R1
1303R1
1303R1
1303R1
73357
73357
075R1

D
1303R1
GG3Q2G
GG3Q2G
GG3Q2G
GG3Q2G
GG3Q2G
GG3Q2G
GG3Q2G
5GQ7R
5GQ7R
R02G

表 5 运算周期

00
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数据集验证 !将数据集图像尺寸放大到 !!"!!!" 作为网
络输入!数据训练利用 #$%&%’ ()*+,- .!/// 0.1 实现加
速 " 基于流架构二值 $00233 加速器硬件系统开发基于
4513/! 开发板 !最终硬件系统实现了 637的识别率 !推
断速率#资源占用率等如表 " 所示!最高实现了 !3898 :.;"

通过实验对比可得出如下结论 $
<3 =逐渐增加 .> 或 ;%?& 的数量能提高深度神经网

络加速器的推断速率!但会占用更多逻辑资源!反之也可
以通过降低推断速率来换取逻辑资源占用面积的缩减 "

<! =比较方案 > 和方案 &!除 5-@A3 卷积层外 !其余
各层均提高了 ;%?& 和 .> 数量以及缩减了计算周期 !
然而对比实现结果 !可以发现逻辑资源占用率有了大幅
增长 !而推断速度却并没有得到大幅提升 " 这验证了针
对于流水线结构的深度卷积神经网络加速器来说 !计算
周期延迟最大的计算引擎对网络整体性能有较大的影响!
在设计中对各层运算单元计算周期进行均衡尤为重要 "

<B =对比 :.0’ 片上资源 C1D #:: 以及 EF’? 等资
源 !片上内存数量是限制进一步提高神经网络层数以及
提高推断速度的资源瓶颈 "
与国内外相关基于 :.0’ 的 $00 网络加速器实现

进行比较 !如表 G 所示 "通过优化设计 !实现了相较于其
他 $00 加速器最高 BB 倍推断加速 !相比基于层架构的
同类型二值 $00 网络加速器 H 6I提高了 J 倍 "

! 结论
本文通过从网络结构 #流水线均衡等多方面优化设

计 !实现了输入尺度更大的二值 $00233 卷积神经网络
加速器 !并验证了优化方法的有效性 !为更大尺度 #更深
层次的卷积神经网络加速器提供了设计优化思路 "
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