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Optimization design of binary VGG convolutional neural network accelerator

Zhang Xuxin, Zhang Jia, Li Xinzeng, Jin Jie
(College of Electronic and Electrical Engineering, Shanghai University of Engineering Science , Shanghai 201600 , China)

Abstract: Most of the existing researches on accelerators of binary convolutional neural networks based on FPGA are aimed at
small —scale image input, while the applications mainly take large—scale convolutional neural networks such as YOLO and VGG as
backbone networks. The hardware of convolutional neural network is optimized and designed from the two aspects including the net-
work topology and pipeline stage, so as to solve the bottleneck of logic resources and improve the performance of the binary VGG
network accelerator. CIFAR -10 dataset resized to 224 x224 was used to verify the optimized design of VGG convolutional neural
network accelerator based on FPGA. Experimental results showed that the system achieved 81% recognition accuracy and 219.9
FPS recognition speed , which verified the effectiveness of the optimization method.

Key words: optimization design ; binary convolutional neural network ; FPGA accelerator
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