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Parallel accelerator design for convolutional neural networks based on FPGA

Wang Ting, Chen Binyue ,Zhang Fuhai
(College of Electronic Information and Optical Engineering , Nankai University , Tianjin 300350 , China)

Abstract: In recent years, convolutional neural network plays an increasingly important role in many fields. However, power con-
sumption and speed are the main factors limiting its application. In order to overcome its limitations, a convolutional neural network
parallel accelerator based on FPGA platform is designed. Ulira96—v2 is used as the experimental development platform, and the de-
sign and implementation of convolutional neural network computing IP core adopts advanced design synthesis tools. The design and
implementation of convolutional neural network accelerator system based on FPGA is completed by using vivado development tools.
By comparing the recognition rate of GPU and CPU, the convolutional neural network based on FPGA optimized design takes much
less time to process a picture than CPU, and reduces the power consumption of GPU by more than 30 times. It shows the perfor-
mance and power consumption advantages of FPGA accelerator design, and verifies the effectiveness of this method.
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