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/ 引言
随着深度学习理论的提出和硬件设备计算速度的

不断突破 !卷积神经网络在近年来得以迅速发展 " !"#!
年 !$%&’(&) *#+在 ,-./&(&) 大规模视觉识别挑战赛中获得
了图像分类冠军 "之后 !为了提高网络模型的准确率 !研
究人员不断地加深卷积网络的深度 !相继提出了性能更
加 优越的 卷积 神经 网 络 !如 01123 * ! + #144/5&(&) * 6 +和

7&89&(&) *:+等 "
这些网络准确率普遍较高 !但是有着非常复杂的模

型和很深的层次 !参数量十分巨大 " 在实际生活的应用
中 !模型往往需要在资源有限的嵌入式设备和移动设备

上运行 "因此 !研究人员开始着手研究 !并且相继提出了
更高效的轻量级卷积神经网络 " 它们保持了网络的性
能 !大大减少了模型的参数量 !从而减少计算量 !提升了
模型速度 "
旷视科技的 ;<=>>%&(&) 在 ?&9(&) *@+单元上进行了改

进 !有两个创新的地方 $逐点分组卷积和通道混洗 * 3 + "
A$(1 ? B 等提出的 C&%&&(&) 是一种轻量级网络 !它在
7&89&(&) 基础上进行了改进和创新 !主要有五个方面的
结构改进 * D+" EF$(1 B ( 等提出了一种卷积核及其压缩
算法 !通过这种卷积方法 !EF$(1 B ( 等发明了轻量卷
积神经网络 ;7G<.88&%(&)9 *H+"

!"#$%&’&&(&)!基于 %&’&&(&)的高效轻量化卷积神经网络
倪伟健!秦会斌
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摘 要 " 卷积神经网络在各个领域都发挥着重要的作用 !尤其是在计算机视觉领域 !但过多的参数数量和计算量限
制了它在移动设备上的应用 " 针对上述问题 !结合分组卷积方法和参数共享 #密集连接的思想 !提出了一种新的卷
积算法 1M4=NO;<.MPO7&89&OG<.88%&OAQ9&" 利用该卷积算法 !在 C&%&&(&) 网络结构的基础上 !改进出一种高效的轻量
化卷积神经网络$$$1;7GC&%&&(&)" 与其他卷积神经网络相比 !该网络在具有更少参数的情况下 !几乎不损失识别
精度甚至识别精度更高 "该网络选取 #!# 卷积层中卷积核信道方向上的步长 ! 作为超参数 !调整并适当地选取该
超参数 !可以在网络参数量更小的情况下 !拥有更好的图像分类效果 "
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图 ! "#$##%#& 中两路密集层和转换层

’ ( )两路密集层 ’* )转换层

可以看出 !上述轻量卷积神经网络均存在一定不
足 " 在使用分组卷积时 !为了解决分组卷积导致的信息
丢失问题 ! 需要增加额外的操作 " 在运用 !!! 卷积时 !
会导致 !!! 卷积的参数量在网络总参数量中占据大部
分 " 通过分析 !这些网络需要通过调整相应的超参数来
提高网络识别精度 "这些操作往往会大大增加网络模型
参数量 "
为了解决这个不足 !本文结合参数共享 #密集连接

的卷积方法和分组卷积 !基于 "#$##%#& 网络 !提出了轻
量级卷积神经网络架构 +,-."#$##%#&" 适当调节超参
数 ! 在损失较小准确度甚至拥有更高准确度的情况下 !
减小了模型的参数量 "

! "#$%&’(’’)’* 网络模型的设计
!+, #-.%/011’(.234’ 卷积层
标准卷积层扫描一个宽度和高度均为 !/#通道数为

" 的输入特征图的每个位置 !输出一个宽度和高度均
为!0#通道数为 # 的输出特征图 " 标准卷积层卷积核的
参数在通道方向上是相互独立的 !所以标准的卷积层的
卷积核的大小为 !1$!2$"!一共有 # 个 !其中 !1 和 !2

’一般相等 3是卷积核的宽度和高度 " 因此 !标准卷积层
的参数量数量为 %

!1$!2$"$# ’!3
其中 !!1 和 !2 分别是卷积核的宽度和高度 !" 和 # 分
别是输入和输出特征图的通道数 "
从上述分析中 !标准卷积层参数的大小取决于输入

特征通道数 " 和输出特征通道数 # 的乘积 "$# 的大
小 " 为了能够减少卷积层的参数 !,-456(77#$489:# 卷积
层提出运用了参数共享 #密集连接思想 !它可以有效避
免 "$# 的大小对卷积层参数的影响 "
常规卷积层的卷积核数量为 # 个!而 ,-456(77#$489:#

卷积层的卷积核只有 ! 个 "输入特征图每次只和这个卷
积核的一小部分进行卷积运算 !这一小部分上的参数是
共享的 !即权值相等 " 标准卷积层中的数个卷积核在卷
积运算中是相互独立的 "而该卷积核运用了密集连接的
思想 !在卷积过程中 !有一部分的参数是重叠的 !重叠的
部分的参数的权值也是相同的 "
为了更好地解释这个卷积层 !先从一个高度和宽度

均为 !#通道数为 " 的输入特征图说明" 这个通道数量为
" 的输入特征图会逐次和这个卷积核的第 ; !<$$% 3 =第
’"<$$% 3通道进行卷积运算 !最终获得一个输出通道数
为 # 的 !!! 输出特征图 " 其中 !$ 是小于 # 的自然数 !%
是长卷积核通道方向上的步长 "当输入宽度和高度不为
! 时 !卷积层的卷积核会和输入特征图的各个空间位置
进行卷积运算" ,-456(77#$489:# 卷积层参数量的数量为%

!1$!2$’"<’#4!3$% 3 ’>3
经过这样参数共享和密集连接的卷积操作 !,- 4

56(77#$489:# 卷积层的参数量不再取决于 "!# 的大小 "
因此 !该卷积层的参数相比于标准卷积层 !得以大幅度

的下降 " 需要特别注意的一点是 !当通道方向上的步长
% 等于或者大于输入特征图的通道数 " 时 !该卷积层相
当于标准的卷积层 "
,+5 "#-.%/011’(.234’ 卷积层
在 ,-4.6(77#$419:# 卷积的基础上 ! 本文提出了分

组 ,-4.6(77#$419:# 卷积 ! 命名为 +,-4.6(77#$419:#"
在这里将给定的输入特征图分成 & 组 !每组都独立进行
,-4.6(77#$419:# 卷积操作 " 每个分组将会得到 # ?& 个
输出特征图 !通过将它们级联来获得整个卷积层的输
出特征图 " 由于该卷积层的参数共享且连接非常密集 !
经过分组后提取到的特征会更多 !分组卷积的优势得以
进一步发挥 "
在分组卷积的过程中 !相同分组中不同通道可能含

有一样的信息 !这样就有可能会丢失部分信息 !导致输
出特征图得到的信息非常有限 ",6@//$#%#& 为了解决这个
问题 !增加了额外的操作&&&通道混洗 !很好地解决了
这个问题 !但是也相应增加了网络的复杂度 "
本文着手研究其他卷积神经网络!发现 "#$##%#& 的两

路密集层和转换层能够很好地解决这个问题 A它们结构
如图 ! 所示 " 其中 !’ 为增长率 !两路密集层在 B75#C&9D7
结构基础上进行改进 !由两路不同的网络分支组成 !用
来获取不同尺度感受野 "第一路经过一层标准的 !!! 标
准卷积缩减通道数量 ! 再经过一层 E!E 卷积层学习特
征 ’另一路则是在用 !!! 卷积减少通道数量后 !经过两
层 E!E 层卷积层来学习不同的特征 " 转换层作为过渡 !
保持输入输出通道一致 "

通过分析 "#$##%#& 网络结构!发现两路密集层和转换
层占据了网络的主要部分 !且 !!! 卷积的输入通道或者
输出通道数目比较大 !E!E 卷积的输入通道或者输出通
道数目比较小 !导致 !!! 卷积的参数量占据了 "#$##%#&
网络的参数量的 FGH以上 " 本文分析提出 !将上述两层
结构的 !!! 卷积替换成 !!!+,-4.6(77#$419:#!E!E 卷积
使用标准卷积 " 经过这样的操作 !不同分组间的信息可
以重新流通 " 同时因为运用了新的卷方法 !新网络的参
数数量在 "#$##%#& 的基础上大幅度减少 " 改进后的两路
密集层和转换层如图 > 所示 "
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!!!!"#$%&’()*+,-.

不同于常规的分组卷积 !!!!"#$%&’())*+ %,-.* 卷
积层中由于只有一个卷积核 ! 参数并没有大幅度地减
少 " 分成 ! 组的 /!!"#0%&’())*+%,-.* 卷积层参数量大
小为 #

!$!$1"2 31 #2 4!5$$ 5$!67$7$8"91#4! 5$$ 5 1:5

通 过 将 标 准 / !/ 卷 积 层 替 换 成 参 数 共 享 的 / !
/"#04&’())*+4,-.* 卷积层!将参数缩减为原来的#

/$/$1"91#4! 5$$ 5
/$/$"$# ; /

#
$ $
" 4 !$$

"$# 1<5

/!/"#04&’())*+4,-.* 卷积层的具体计算如图 = 所
示 % 可以分析出 !通过调整超参数卷积核通道方向上的
步长 $ !模型的参数大小会相应改变 " 而参数量的改变
在一定程度上会影响准确率改变"当选取较小的 $和适当
的 ! 时 !/!/"#04&’())*+4,-.* 相比于标准的 /!/ 标准
卷积层 !参数量可以减少为原来的数十分之一 "

/"0 123456766869
本文遵循了 >*+**?*@ 的基本架构 !并对上述方法进

行改进 !将两路密集层和转换层 7!7 标准卷积层替换成
7!7"#0%&’())*+%,-.*!提出了 "#0&>*+**?*@" 每一层输
出维度和 >*+**?* 保持一致 " "#0&>*+**?*@ 的结构如表 7
所示 "

#’ABB+*?*@ CD E F G中提出的高效网络设计实用准则中

指出 !较大的分组卷积会提升内存访问成本 !导致模型
的速度反而降低 " 综合考虑精度和速度等因素的影响 !
将 /!/"#04&’())*+4,-.* 卷积中设置分组数量为 D" 在
该卷积层中 !选择长卷积核通道方向上的步长 $ 作为超
参数 !该超参数可以根据所需的精度和参数数量进
行相应的调整 " 本文设计了 "#0&>*+**?* 4 ./ &"#0&4
>*+**?* 4.=D&"#0&>*+**?* 4.HI&"#0&>*+**?* 4./FD I 种
模型 !其在通道方向上的步长分别为 / &=D &HI 和 /FD "
它 们 的 参 数 总 数 在 /J// K"/J2L2 K 之间 !占 >*+**?*@
8D J2 KM的 =NJHO"PIQRO"
网路模型的复杂度常用浮点运算数衡量 !可以理解

为计算量 8STU(@-)V4WU-)@ X>*Y(@-U).!STX>#5"对于卷积层
来说 !计算量公式为 #

STX>.;8D’"’%D475’&’’’# 8Z5
其中 !" 是输入特征图通道数 !% 是卷积核大小 !&&’
是输出特征图大小 !# 是输出通道数通道数 " 不考虑偏
置 [-(. 时有4/!考虑时没有 " 对于全连接层 !计算量公
式为 #

STX>.;8D’(4/5’) 8H5
其中 !* 是输入神经元数 !) 是输出神经元数 " 经过计
算 !"#0&>*+**?*@ 的计算量为 /\2JH KSTX>.!为 >*+**?*@
8ZL2 KSTX>.5的 =ZJ/O"

: 实验研究
:;< 数据集和实验设置
实验主要在数据集 &]S^_47‘ 和 S(.’-U)4K?]#a 进

行 " &]S^_47‘ 数据集中的图像均为彩色 ! 像素大小为
=D!=D"它的训练集包含一共 Z 万张不同的图像 !测试集
包含一共 7 万张不同的图像 !共分为 7‘ 个不同的类别 "
S(.’-U)4K?]#a 数据集均是灰度图像!像素大小为 D2!D2"
它的训练集一共包含 H 万张图像 !测试集包含 7 万张图
像 !与 &]S^_47‘ 一样 !被划分成为 7‘ 个不同的类别 "
每张图片均进行一定的预处理 " 在 &]S^_47‘ 数据

图 = 7!7"#04&’())*+4,-.* 卷积层卷积计算图示

图 D "#0&>*+**?*@ 中改进的两路密集层和转换层

b ( 5改进的两路密集层 8 [ 5改进的转换层

分类层

步骤

步骤 L

步骤 /

步骤 D

步骤 =

步骤 I

茎块

"#0& 密集块
"#0& 转换层

"#0& 密集块
"#0& 转换层

"#0& 密集块
"#0& 转换层

"#0& 密集块
"#0& 转换层

层

c
"#0& 密集层!=

7!7 "#0& 卷积 !步长 7
D!D 平均池化 !步长 D

"#0& 密集层!I
7!7 "#0& 卷积 !步长 7
D!D 平均池化 !步长 D

"#0& 密集层!2
7!7 "#0& 卷积 !步长 7
D!D 平均池化 !步长 D

"#0& 密集层!H
7!7 "#0& 卷积 !步长 7

\!\ 全局平均池化 7!7!\LI

输出维度

ZH!ZH!=D
D2!D2!7D2

7I!7I!DZH

\!\!Z7D

\!\!\LI

7!7!\LI

输入维度 DDI!DDI!=

表 7 "#0&>*+**?*@ 网络结构
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集 !本文使用通道均值和标准差对它们进行归一化处
理 "在 !"#$%&’()*+,- 上 !每张图像中的每个像素点均除
以 .// 进行归一化处理 # 同时数据集里的每张图片进行
了数据增强 !主要包括水平随机翻转和平移 #
所有网络的训练方式均是随机梯度下降法 0 123!动量

设置为 245 0663!权值衰减为 /!6278#训练批量大小设置成
98!:+!;<(62 趟数设置成 622!!"#$%&’()*+,- 趟数设置
成 92"初始的学习率设置成 246!在趟数 ./ 和 /2 上分
别除以 62# 每一层后均增加批归一化 =*>="?@$ *&AB"C"
%D"?%&’E 01.3层 # 因为只是在各个网络上进行对比 !每一层
都没有设置 FA&G&H? 06I3层 # 实验训练所有数据集中的图
片 !并且在训练结束后记录测试集的准确率 #
!"! 实验结果与分析
本文在 :+!;<(62 和 !"#$%&’()*+,- 数据集上使用

相同的分组数 . 和不同的长卷积核通道方向上的步长 !
训练 J,F:KLCLL*L?!再用同样条件训练其他不同的卷积
神经网络 # 在训练结束后 !记录下两个数据集的识别正
确率 !结果如表 .$表 I 所示 # 由于两个数据集的的像素
大小分别为 I.!I.!I 和 .M!.M!6!因此 J,F:KLCLL*L? 和
KLCLL*L? 都没有使用茎块 !增长率 >NA&O?$ A"?LE设置为 I."
FL’#L*L? 中的密集层为 I 层 !转换层为 . 层 #

从表 . 可以看出!在 :+!;<762 数据集中!J,F:KLCLL7
*L? 中长卷积核信道方向上的步长 ! 取 6 时 !该网络结
构的参数大幅度减少 !只有 24828)!在 KLCLL’L? 的基础

上 !大约减少了 M2P!准确率只大约降低了 .P# 当步长
! 逐渐增加时 !网络结构的参量数量逐渐增大 !而识别准
确度有一个先上升后下降的过程 # 这与 ,F:$"’’LC*L?#
中步长 ! 和识别准确度呈正相关不同 # 这是因为 !输入
特征图经过分组卷积后 !过大的步长 ! 会使得更多的
6!6J,F(:$"’’LC(Q%#L 转换成标准 6!6 卷积 !导致参数
共享和密集连接与分组卷积结合的效果减弱 # 因此 !选
取合适的步长 ! !可以在网络模型参数增加不大的情
况下有一个很好的精准度 # 当步长 ! 选取 98 时 !网络的
识别准确率最高 !为 564IMP!优于 KLCLL*L? 的 524R9P和
其他模型 #
图 8 是各个 J,F:KLCLL*L? 模型在 :+!;<(62 上数据

集上的测试准确率曲线对比 #

从表 I 可以看出 !该模型在不同的数据集中也表
现出了较强的识别能力 # 尤其是在 !"#$%&’()*+,- 这样
的简单数据集中 !J,F:KLCLL*L? (#6 也表现出了不错的
识别能力 !准确率达到 58426P# J,F:KLCLL*L?(#98 的识
别准确率仍然最高 !达到了 58 4 96P !优于 KLCLL*L? 的
584I/P和其 他模 型 # 图 / 是 J,F:KLCLL*L? 各 模 型 在
!"#$%&’()*+,- 的准确率曲线 #
# 结束语
本文结合 ,F(:$"’’LC(Q%#L 卷积算法和分组卷积的

方法 !提出改进的 J,F(:$"’’LC(Q%#L 卷积方法 "并结合
KLCLL*L? 网络的结构 !用该卷积方法代替网络中标准
的 6!6 卷积 !改进出了一种新型网络%%%J,F:KLCLL*L?#
通过调整长卷积核通道方向上的超参数步长 ! !可以
改变网络模型的参数量和准确度 # 通过一定的实验 !
发现网络的识别准确度和步长 ! 之间没有成正比 # 这
表明 !选择合适的步长 ! 可以在一个较少的模型参数
量上取得更高的准确率 # 实验结果也表明 !与其他卷
积神经网络相比 !该卷积神经网络参数更少 !而且识

网络模型

*L?O&AS %’ *L?Q&AS 0 68 3

<L#’L?662
FL’#L*L?622 >"T6. U

)&V%CL*L?W. 0 6/ 3

,$HXXCL*L?W. >6 42! U
KLCLL*L?

J,F:KLCLL*L?(#6
J,F:KLCLL*L?(#I.
J,F:KLCLL*L?(#98
J,F:KLCLL*L?(#65.

参数数量 >!629U
2 45R.
6 4R8.
2 4R5I
. 4.M5
6 4.R/
. 462I
2 4828
2 4/6M
2 49I8
6 4662

识别正确率 YP
M5492
524/.
52429
5646R
524.M
524R9
MM4/M
52456
564IM
524M6

表 . 各模型在 :+!;<(62 上的识别准确度

表 I 各模型在 !"#$%&’()*+,- 上的识别准确度
网络模型

*L?O&AS %’ *L?Q&AS
<L#’L?662

FL’#L*L?622 >"T6.U
)&V%CL*L?W.

,$HXXCL*L?W. >6 42! U
KLCLL*L?

J,F:KLCLL*L?(#6
J,F:KLCLL*L?(#I.
J,F:KLCLL*L?(#98
J,F:KLCLL*L?(#65.

参数数量 >!629U
2 45R.
6 4R8.
2 4R5I
. 4.M5
6 4.R/
. 462I
2 4828
2 4/6M
2 49I8
6 4662

识别正确率 YP
58 42.
58 4/2
58 4/.
58 496
58 46M
58 4I/
58 426
58 489
58 496
58 4I5

图 8 J,F:KLCLL*L? 各模型在 :+!;<(62 的准确率曲线
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别效果差距不大甚至更佳 &但由于 VQ<QQJQ+ 网络结构的
限制 !KNP5VQ<QQJQ+ 的网络参数和计算量还是较大 & 在
接下去的工作中 !希望通过结合其他轻量卷积神经网络
结构和压缩方法 !继续改进该网络 &在进一步的工作中 !
还将会研究该网络在其他计算机视觉领域的应用 !如目
标检测和图像识别等 &
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周期 # 在计算 38T 搬移数据所需要的周期时不考虑进
入中断和中断返回的开销 # 由图 K 可知 !相同通道数的
配置下 !WnP 搬移数据所需要的周期数为 38T 的三分
之一 !且 WnP 在进行数据搬移的过程中不需要 38T 的
干预 !这样就提高了 38T 的工作效率 #

/ 结论
本文实现了一款应用于导航 F<3 的专用 WnP !该

WnP支持全系统全频点导航通道的数据搬移 #与传统的
38T 搬移数据方法进行比较 !数据搬移所需要的周期降
为 38T 的三分之一 !提高了 38T 的工作效率 # 设计中采
用了低功耗设计方法 !使功耗降低为原来的 Gcs#
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