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! 引言
计算机通信网络安全 !网络安全 "关乎国家安全和个

人安全 ! 建立一个安全 "稳定 "共享的网络环境是个人
和国家的美好愿景 ! 但网络建立初期到发展至今 #恶意
破坏网络安全的事件只增不减 #且愈演愈烈 #从非法入
侵窃取隐私数据到入侵工控网络篡改运行参数 #从经济
损失到人员伤亡#危害国家安全!如 #$%% 年 %# 月 #% 日 #
&’() 网站遭到黑客攻击 #*$$ 多万个明文注册邮箱被
公布 #造成了个人隐私数据泄露 + %,! #$%$ 年 #一种针对工
业控制网络系统的蠕虫病毒震网病毒大规模扩散 #伊朗

核设施遭到破坏 #造成设备运行异常 + #,! 最近几年 #又出
现 )-./0.12 勒索软件攻击 #危害电网安全 ! 传统的网络
安全防护办法 !如防火墙 "漏洞扫描系统等 "所提供的安
全防御措施不能对网络安全状态进行实施评估 #各种防
御手段之间存在信息无法交互协同 #缺乏整体性 "动态
性和持续性 + 3,! 态势感知从上世纪 4$ 年代初发展以来 #
一直备受网络安全专家的重视和青睐 + 5 , ! 态势感知具
有全方位 "全时段监测网络安全风险的能力 #以网络安
全大数据为基础 #从全局视角监测安全威胁 #既可以对
当前网络安全进行评估 #又可以预测将来时间的网络

基于 !"#的网络安全态势评估和态势预测建模研究
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摘 要 ! 计算机通信网络技术高速发展 !日新月异 !随之涌现的网络攻击 "破坏现象形态各异 "层出不穷 # 态势感知
系统为网络安全提供了全面保障 !提高态势评估和态势预测建模的稳定性 "精准性和快速性是态势感知系统研究
的重要方向 $ 深度信念网作为一种深度学习智能算法 !为网络安全态势评估和态势预测的精确性 %理论化带来新
方向 $ 考虑深度信念网算法采用受限玻尔兹曼机作为基础网络 !逐层预训练和微调为网络核心部分 $ 构建广义网络
安全态势评估指标体系 !并建立计算机通信网络安全的态势评估和态势预测数据驱动模型 $ 通过入侵检测数据
集&7&87(’#$%9 进行实验仿真 !验证了该模型的精准性和有效性 $
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安全指数!为安全威胁处理决策和行动提供依据 !真正地
做到防患于未然 " 发展至今 !网络安全态势评估和态势
预测是态势感知的重要研究部分!主流的研究方法有 #数
学理论 $知识推理和模式识别 !其中基于模式识别的态势
评估和态势预测方法是近十年研究的热点 !"#" 文献 !$#$!%#
利用粒子群优化算法和灰色关联分析法的优点 !相应地
提出基于粒子群优化指标的 &’()&*++,-. ’/0.,- (10234/5
态势评估模型和基于灰色关联分析的 &’( 态势评估模
型 %文献 !6#$ !7 #提出基于径向基函数和基于灰色理论的
89 :810; 9-,+1<1.3,4 =神经网络的网络安全态势评估模
型 !解决了态势要素与评估结果中的不确定性和模糊性
问题!解释了态势要素间非线性映射的理论原因%文献 !>?#
构建多维度的评价指标体系 !结合卷积神经网络算法并
对比验证其有效性 " 由于 89 神经网络具有极强的非线
性映射和自组织 $自学习以及强泛化等特性 !被众多学
者青睐并提出多种改进算法的态势感知和态势预测模

型 ! >>@>A#" 近十年 !深度学习算法研究迅猛进步 !应用在网
络安全态势评估和态势预测的研究也逐步显现 !文献 !>B#
提出深度自编码网络作为基分类器 !改善态势要素提取
机制 %文献 !>"#$ !>C#较早地提出基于深度学习算法的网
络安全态势评估和态势预测模型 "
通过广泛的文献搜索!深度学习算法在网络安全态势

评估和态势预测模型建立方面的研究不够深入!如模型架
构简单 $指标选取不全面和数据集陈旧$单一等问题 " 本
文分析了深度信念网 :D//+ 8/E3/F G/.H,-;!D8G5的特点以
及在网络安全态势评估和态势预测方面应用的可行性"根
据 D8G 在预测模型中具有非监督学习的特点 !构建广义
网络安全态势评估指标体系" 创新性地提出 D8G 在训练
集的动态过程和输出结果是网络安全态势评估模型的相

关表达!在校验集的动态过程和输出结果是网络安全态势
预测的相关表达!为后续深度学习算法支持$论证网络安
全态势评估和态势预测的理论化提供思路"

/ 基于 012 的态势评估和态势预测建模
3"4 012 建模可行性分析

D8G 属于深度学习算法!是机器学习和智能算法的一

个重要方向"I??C 年!人工智能领域领军人物 JKGLMG N O
在 &&03/40/’期刊提出基于玻尔兹曼机的深度信念网 !完
美解决了神经网络 训练 时出 现的梯 度弥 散问题 ! >%#"
JKGLMG N O 提出无监督的贪心逐层网络参数算法通过
受限玻尔兹曼机的堆叠 !克服或减弱了 89 神经网络算
法中出现的梯度弥散现象 !首次成功地训练了 A 层隐含
层的深度神经网络 !在众多测试集上均取得满意结果 "
D8G 所具有多层网络架构能提取数据中隐含的更多特
征值 !训练数据的无标签化更好地展现了数据输入与输
出间的关系表达 !使用的对比散度 )PD=算法能保证网络
计算的快速收敛!满足工业上输入响应快速性的要求 ! >6#"
D8G 具有的这些特点和优点满足了网络完全态势评估
和态势预测的全局性 $精确性和实时性的要求 "
4"5 012 概述

D8G 的网络架构上为深层@前馈型@神经网络 )D//+@
Q//RF,-H1-R@G/*-1E G/.H,-;S!DQGG=!D8G 建模算法的核
心部分是逐层预训练 ) E1T/- @ H3S/ .-13434< =和微调 ) F34/
.*4/=" 图 > 详细展示了 D8G 训练中逐层预训练和微调
部分 "
从图 > 可以看出 !逐层预训练策略就是对深度神经

网络的训练参数进行剖分式学习 !相近层级视为一个浅
层神经网络 !可以发挥浅层神经网络的快速学习得到特
征值的优点 !每组输出层级获取初始化参数后通过堆栈
形成深度神经网络!既可以得到更多的隐含特征值表达 !
也可以提高网络计算速度 !提高训练模型的泛化能力 "
D8G 构架由多个 U8( 堆栈组成 !各个层级间的参数初
始化利用 U8( 的学习方式获得 !即将 U8( 中的隐含层
乘性偏置和权值连接矩阵直接赋予给相应层级的权值

矩阵和偏置 " 每一个 U8( 得到自身最优参数的过程就
是 D8G 无监督预训练的过程 " 在反向通道中 !通过有监
督的算法 )如 89 算法 $H1;/@SE//+ 算法 =和少量带有标签
的样本对整个网络进行微调 " 一个典型的 D8G 结构图
如图 I 所示 "

D8G 建模中所使用的数据集分为 #有类标数据集
)训练集 =和无类标数据集 )校验集 =" 记为 #

图 > D8G 逐层预训练和微调
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!! "" #!# "" $%
$

" & ’!训练集

!!" " % $%
&

%& ’!校验
#

集
"’$

其中 !数据集的个数为 $(& "
! 广义网络安全态势评估指标体系建立
网络安全态势评估指标体系的建立是态势评估和

态势预测的重要前提 !是网络安全的基本要素表现 " 它
作为网络安全态势评估和态势预测模型的输入部分 !决
定模型建立的合理性 #架构的完整性以及输出结果的精
确性 "
!"# 指标选取
网络安全态势评估指标选一般遵循 ) 个原则 $独立

性 #完备性 #科学性和主成分性原则 * ’+,"随着网络安全态
势感知系统的发展和网络攻击 #威胁的升级 !更多的态
势评估指标被选择 !发现部分指标间存在相容关系 !如
各主要数据包分布 #子网数据流量和子网流量变化等 "
所提出的部分相容性原则能更好地解释指标间的内在

联系和使评估#预测结果更准确 " 参考 -./0 12+3)41225
网络信息安全评估规范 * 12,并结合文献 *’2,建立的威胁子
态势 #基础运行子态势和脆弱子态势包含的 ’5 个二级
指标以及文献 *1’,建立的 66 个一级指标 !构建脆弱性子
态势 #容灾性子态势 #威胁性子态势和稳定性子态势 )
个一级指标和 63 个二级指标的广义网络安全态势评估
指标体系 !如图 6 所示 "
!"! 指标量化
部分二级指标可以直接数据集或产品资料中获取 !

如子网数据流量 #带宽使用率等 " 其他二级指标不能直

图 1 7.8 网络结构

图 6 广义网络安全态势评估指标体系
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接得到数据资料 !需要进行数学量化转换 " 参考 !"#$
%!&’’&( ")*(+,-./*/01 $2&,/(3 #140+’ 5标准 !部分二级指
标的量化公式如下 "

%6 5攻击严重程度 #考虑主机总数 !$攻击总数 "!量
化公式如下 #

#7

!

$76
!

"

% 76
!68

&$% ’$($%

" 9:;

)$7
6<8 机密
8<= 重要
8<> 普

"
$
$$
#
$
$$
% 通

9>;

’$7 )$
!

$76
! )$

9?;

其中!# 表示攻击的严重程度!数值越大 !受攻击越严重%
*$% 为第 $ 个主机受攻击 % 的次数 %&$% 为第 $ 个主机受第 %
种攻击时的攻击等级因素 %’$ 表示第 $ 个主机的重要程
度 %)$ 表示主机资料的重要性 "

9: ;漏洞严重程度 #考虑漏洞总数 +$漏洞种类数 ,$
漏洞等级因素 -$%!量化公式如下 #

.7

!

$ 76
!

,

%76
!68

-$% ’$/$%

+ 9@;

其中 !. 表示漏洞严重程度 !/$% 表示第 % 种漏洞在第 $ 个
主机上的个数 "
为了消除数据样本中存在的奇异数据和消除由于

量纲不同而带来的影响 !对所有指标数据进行离差标准
归一化处理 !使所有指标数据在 98!6;范围内 #

0 !7 0A’/(90 ;
’-B90 ;A’/(90 ; 9C;

其中 !’/(90 ;为需要处理数据中最小的数据 !’-B90 ;为需
要处理数据中最大的数据 !0 !为归一化后的数据 !0 为需
处理的数据集 "

/ 模型建立及实验分析
DEF 具有深层堆栈式 GEH 网络架构!对复杂函数的

逼近表现出快速性 $简洁性 " 因为使用 GEH 作为核心基
础网络层 !更好地体现出态势评估指标独立性 $相容性 $
主成分性原则 " DEF 属于无监督深度学习网络 !其训练
过程是网络安全态势评估过程的体现 %使用已训练的权
值和偏置应用在校验过程 !是态势预测过程的体现 "
0"1 态势评估模型建立
本文所建立的网络安全态势评估 DEF 模型如图 ?

所示 "

训练集数据样本#选用经过数据处理的 IJIAJD$:86=
入侵检测数据集 !选取 K8 888 组数据作为训练集数据 "
指标数据初选 #根据所建立的广义网络安全态势评

估指标体系 !选取 >> 个二级指标 !考虑态势评估具有时
序效应 !每个指标再多选取 > 个采样时间的数据作为输
入 " 一共选取输入维数 >>!?76>: 个 "
数据预处理 #对所选取的 6>: 位输入数据进行数学

公式化和离差归一化处理 !处理后均为在 98!65区间上
的有效数据 "
态势评估 LEF 模型 #采用 6>:A@88 9?8 层 5 A? A6 结

构的 LEF 架构 !即 6 个输入层包含 6>: 个神经元 %?6 个
隐含层 !前 ?8 个隐含层每层包含 @88 个神经元 !最后一
个隐含层包含 ? 个神经元 !体现出对二级指标具有 6 级
指标的分类效应 %6 个输出层 !输出态势评估值 " 考虑网
络计算的快速性 !激活函数选用 G+MN 函数 !初始权值
均设为满足正态分布 ! %8!8<6;的随机数 !可见层和隐含
层的初始权值均设为 8!采用一步 ID 算法 !即 IDA6 算
法 " 加入态势评估真实值数据对采用 O+-PA4*++Q 算法对
输出结果进行微调 !对整体网络的权值和偏置进行优
化 " 保存训练好的权值 ! 和偏置 ""
态势评估输出值 #输出在 %8!6;间的态势评估值 "

0"2 态势预测模型建立
将态势评估模型训练好的权值 ! 和偏置 " 应用在

态势预测模型上 !所建立的网络安全态势预测模型如
图@ 所示 "

校验集数据样本#选用经过数据处理的 IRIARD$:86=
入侵检测数据集 !选取 68 888 组数据作为校验集数据 "
指标数据初选方法和数据预处理方法与态势评估

建模过程选用方法相同 "
态势预测模型 #使用态势评估模型训练好的权值 !

和偏置 " 作为态势预测模型所使用的权值和偏置 !预测
建模过程无需使用态势评估真实值进行微调 "其他 DEF
网络设置与态势评估 DEF 模型参数一致 "
态势预测输出值 #输出在 %8!6;间的态势预测值 "

0+0 34564752819 数据集介绍及处理
IRIARD$:86= 数据集共包含周一至周五 @ 天的攻击

和正常活动 !总量为 @@ SE!具有完整的网络配置 $完整
的流量统计 $标签数据集 $完整的交互 $完全捕获 $多可
用协议 $攻击多样性和异构性 " 需要处理 TIUT 和 I$"
格式的文件 "
为了保证实验的有效性 !将数据集分割成 @ :88 个

时间片 !在时间片中进行数据处理 !进行相关态势要素
提取 !对所提取的二级指标数据进行数学公式量化处理图 ? 态势评估 DEF 模型

图 @ 态势预测 DEF 模型

0:
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成 !"# 模型可以使用的训练集和校验集数据 ! $%&$ 文
件使用 ’()*+,-). 工具进行文件回放"%/0 文件使用 123*4
相关函数进行处理 "对复杂数据进行预处理 ! 经过预处
理后的二级指标输入数据部分如表 5 所示 !

!"# 实验结果及分析
共制作 6 788 个样本 "其中划分 9 888 个为训练组样

本 :即态势评估模型数据样本 ; #< <88 作为校验组样本
:即态势预测模型数据样本 ;! 网络安全态势评估模型训
练结果如图 = 所示 ! 可以看出模型训练是成功的 "总体
效果是不错的 "在峰值 #拐点处存在极少评估失准的情
况 ! !"# 态势评估模型训练时间为 =>?@< +!

网络安全态势预测模型使用网络安全态势评估模

型训练成功的 !"# 的权值和偏置 ! 网络安全态势预测
模型校验结果如图 A 所示 ! 可以看出模型校验是成功
的 "总体效果是优良的 "未出现预测失准的情况 ! !"#
态势预测模型训练时间 <>?B> +!

预测曲线直观表现了 !"# 网络安全态势预测模型
的精准性和泛化能力 !为了在数据上量化表现模型的精
确程度 "采用 CD/EF-)* 决定系数来衡量 "公式如下 $

!<G
!:"预 测值D"平均值 ; <

!:"真 实值D"平均值 ; <
:A;

其中 ""预 测 值表示态势预测的预测值 ""平 均 值表示态势预
测的均值 ""真 实 值表示态势预测的真实值 "!< 表示 ! 方
值 ! 根据公式所示 "! 方值越接近 8"表示曲线拟合越精
准 "效果越好 ! 该 !"# 模型的 ! 方值为 8?88H IBB <!
# 结论
本文从网络安全态势评估和态势预测的深度信念

网建模方法展开深入研究 "具体如下 $
:5 ;研究了深度信念网的数据驱动建模方法和其在

网络安全态势评估和态势预测建模的可行性分析 ! !"#
所使用的基础网络受限玻尔兹曼机以及逐层预训练和

微调核心算法在理论上符合态势评估和态势预测的动

力学表达 "使建立的模型更稳定 #精准和快速 !
:< ;分析了网络安全态势评估指标选取的 B 个原则 "

构建了 B 个一级指标和 @I 个二级指标的广义网络安全
态势评估指标体系 !

:@ ;建立基于 !"# 的网络安全态势评估和态势预测
模型 !对 %J%DJ!/<8HA 数据集进行预处理 "使用 > <88 组
数据样本 "其中 @ 888 组作为训练组 "< <88 组作为校验
组 ! 根据实验仿真结果 "模型建立成功 "其精度 #速度令
人满意 !
本文使用 !"# 对网络安全态势评估和态势预测进行

建模仿真 "在研究过程中 "发现有两点可以进一步研究 $
:H ;!"# 模型算法的优化 "如增加学习动量项 #考虑

模型稀疏性等 !
:< ;网络安全态势评估指标体系的优化 "如建立三级

指标体系 #考虑各指标间更加复杂的联系关系等 !
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表 H 部分二级指标样本输入值
部分二级指标

供给严重程度

报警数目

子网数据流量

漏洞严重程度

样本 @8
8?BAI
8?7B=
8?=@A
8?B77

样本 @88
8 ?AOO
8 ?BI@
8 ?7A>
8 ?=II

样本 @ 888
8 ?7@A
8 ?>8B
8 ?=7I
8 ?>O7

图 = !"# 网络安全态势评估模型训练图

H

8 ?I

8 ?=

8 ?B

8 ?7

态
势
评
估
值

8 >88 H 888 H >88 7 888 7 >88 @ 888

态势评估样本数

态势评估训练值
态势评估真实值

图 A !"# 网络安全态势预测模型校验图

H
8 ?I
8 ?=
8 ?B
8 ?7
8

态
势
预
测
值

8 788 H B88 H I88 7 788

态势预测样本数

态势预测值

态势预测真实值

=88 H 888

:下转第 BB 页 ;

!$

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com



!!!!"#$%&’()*+,-.

!上接第 "# 页 $

%# & 邓勇杰 !文志诚 !姜旭炜 ’基于灰色理论和 () 神经的网络
安全态势预测 % * & ’微型机与应用 !+,-.!"/!+,0"-1" !2’

%-,& 朱晨飞 ’基于神经网络的网络安全态势评估与预测方法
研究 %3& ’北京 "中国人民公安大学 !+,-#’

%--& 陈维鹏 !敖志刚 !郭杰 !等 ’基于改进的 () 神经网络的
网络空间态势感知系统安全评估 %*&’计算机科学 !+,-2!
/.!4+0""".1""5 !"/-’

%-+& 郭文忠 !林宗明 !陈国龙 ’基于粒子群优化的网络安全
态势要素获取 % * & ’厦门大学学报 !自然科学版 0 !+,,# !
/2!+0"+,+1+,6’

%-"& 李天骐 ’基于神经网络的网络安全态势评估与预测技术
研究 %3& ’北京 "华北电力大学 7北京 0!+,-6’

%-/& 朱江 !明月 !王森 ’基于深度自编码网络的安全态势要素
获取机制 % * & ’计算机应用 !+,-5!"5!"0"55-1556’

%-.& 周长建 !司震宇 !邢金阁 !等 ’基于 3889 :8;<=>=? 网络态
势感知建模方法研究 % * & ’东北农业大学学报 !+,-" !//
7.0"-//1-/#’

%-6& 俞中华 !杨晓东 ’基于深度自编码网络的网络安全态势
感知与预警机制 %*&’广播电视网络 !+,+,!+5760"6"16.’

%-5& @ABCDB E F!4G:GH@IC3ABDJ K K’K8LMN>=? OP8

L>Q8=R>S=;T>OU SV L;O; W>OP =8M<;T =8OWS<XR%*& ’4N>8=N8!
+,,6!"-"!.5260".,/1.,5’

%-2& 乔俊飞 !潘广源 !韩红桂 ’一种连续型深度信念网的设
计与应用 % * & ’自动化学报 !+,-.!/-!-+0"+-"21+-/6’

%-#& :A Y Z!*AGBE [ \!]@DI 3 ^’CP8 _M>TL>=? QSL8T SV
L8N>R>S= S= OP8 NS<8 NSQ98O>O>‘8 N;9;N>OU SV 8=O8<9<>R8R
;=L 8‘;TM;O>=? L8QS=RO<;O>S=%*& ’(MR>=8RR FNS=SQ>NR ;=L
GLQ>=>RO<;O>S=!+,,6760"/+1/6’

%+,& 中国国家标准化管理委员会 ’E(aC+,#2/1+,,5 信息安
全技术信息安全风险评估规范 %4&’北京 "中国标准出版
社 !+,,5’

%+-& 王娟 !张凤荔 !傅!!等 ’网络态势感知中的指标体系研
究 % * & ’计算机应用 !+,,5720"-#,51-#,# !-#-+’

7收稿日期 "+,+,1,#1--0
作者简介 "
熊中浩 7-##/1 0!男 !硕士研究生 !助理工程师 !主要研

究方向 "智能算法 #优化控制 $
张伟 7-#561 0!男 !硕士研究生 !高级

工程师 !主要研究方向 "网络安全 $
杨国玉 7-#2,1 0!男 !硕士研究生 !高

级经济师 !主要研究方向 "信息化与网络
安全管理 $ 扫码下载电子文档

%/ & JAD:G ) G!*DBF4 b *’KS_MRO <8;T1O>Q8 V;N8 L8O8NO>S=%Z&’
AZZJ +,,-’)<SN88L>=?R SV F>?POP AFFF A=O8<=;O>S=;T
ZS=V8<8=N8 S= ZSQ9MO8< J>R>S=!+,,-’

%. & KFB 4!@F H!EAK4@AZH K!8O ;T’Y;RO8< K1ZBB" OSW;<LR
<8;T1O>Q8 S_c8NO L8O8NO>S= W>OP <8?>S= 9<S9SR;T =8OWS<XR%* & ’
AFFF C<;=R;NO>S=R S= );OO8<= G=;TUR>R ;=L b;NP>=8 A=O8TT>1
?8=N8!+,-. !"#760"--"51--/#’

%6 & KF3bDB *!YGK@G3A G’[D:D‘"";= >=N<8Q8=O;T >Q9<S1
‘8Q8=O%K& ’;<\>‘ 81)<>=OR!+,-2’

%5 & :AI d!GBEIF:DJ 3!FK@GB 3!8O ;T ’443"R>=?T8 RPSO
QMTO>_Se L8O8NOS< %Z& ’FM<S98;= ZS=V8<8=N8 S= ZSQ9MO8<
J>R>S=!+,-6’

%2 & ZGA ]!JG4ZDBZF:D4 B’Z;RN;L8 K1ZBB"L8T‘>=? >=OS
P>?P fM;T>OU S_c8NO L8O8NO>S=%Z&’+,-2 AFFFaZJY ZS=V8<8=N8
S= ZSQ9MO8< J>R>S= ;=L );OO8<= K8NS?=>O>S= !+,-2"6-./1
6-6+’

%# & ]@GBE H!]@GBE ]!:A ]!8O ;T ’*S>=O V;N8 L8O8NO>S= ;=L
;T>?=Q8=O MR>=? QMTO>O;RX N;RN;L8L NS=‘STMO>S=;T =8OWS<XR%*&’
AFFF 4>?=;T )<SN8RR>=? :8OO8<R!+,-6!+"7-,0"-/##1-.,"’

%-,& 孙贵华 !陈淑荣 ’一种改进的 K8V>=838O 多尺度人脸检测
方法 % * & ’电子技术应用 !+,-#!/.720""/1"#’

%--& 王静波 !孟令军 ’卷积神经网络人脸检测算法 %* & ’电子技
术应用 !+,+,!/67-0""/1"2’

%-+& 林志文 !林志贤 !郭太良 !等 ’基于 Y)EG 加速的卷积神

经网络识别系统 %*&’电子技术应用 !+,+,!/67+0"+/1+5’
%-"& 张雷 !王越 ’嵌入式平台下的车辆跟踪系统设计 %*&’电子
技术应用 !+,-#!/.7--0"-"1-6’

%-/& 陈辰 !严伟 !夏"!等 ’基于 Y)EG 的深度学习目标检测
系统的设计与实现 % * & ’电子技术应用 !+,-#!/.720"/,1
/"!/5’

%-.& 柳永翔 !付晓峰 !付晓鹃 !等 ’深度可分离 ZBB 在表情识
别中的应用研究 % * & ’工业控制计算机 !+,+,!""7-,0"
5-15"!56’

%-6& 童星 !张激 ’基于 4431bS_>T8B8O 模型的 KD4 平台目标
检测 % * & ’计算机系统应用 !+,-#!+27-0" #/1##’

%-5& 葛雯 !张雯婷 !孙旭泽 ’基于 *8ORS= C\- 的目标检测系
统 % * & ’沈阳工业大学学报 !+,-#!/-7.0"."#1./"’

%-2& 许喜斌 ’结合 K13G3 和 HZY 的行人目标跟踪改进算
法 % * & ’智能计算机与应用 !+,-#!#7/0"+6"1+66!+5,’

%-#& @DdGK3 G!]@I b!Z@FB (!8O ;T’bS_>T8B8OR"8VV>N>8=O
NS=‘STMO>S=;T =8M<;T =8OWS<XR VS< QS_>T8 ‘>R>S= ;99T>N;1
O>S=R%* & ’G<\>‘ ;_Ra-5,/’,/26- !+,-5’

7收稿日期 "+,+,1--1--0
作者简介 "
祁星晨 7-##.1 0!男 !硕士 !主要研究方

向 "深度学习 %目标检测 &
卓旭升 7-#65 1 0!男 !博士 !副教授 !主

要研究方向 "智能感知 %智能控制等 & 扫码下载电子文档

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

/0

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com



版权声明 

  经作者授权，本论文版权和信息网络传播权归属于《电子技术应用》

杂志，凡未经本刊书面同意任何机构、组织和个人不得擅自复印、汇编、

翻译和进行信息网络传播。未经本刊书面同意，禁止一切互联网论文资源

平台非法上传、收录本论文。 

  截至目前，本论文已经授权被中国期刊全文数据库（CNKI）、万方数

据知识服务平台、中文科技期刊数据库（维普网）、DOAJ、美国《乌利希

期刊指南》、JST 日本科技技术振兴机构数据库等数据库全文收录。 

  对于违反上述禁止行为并违法使用本论文的机构、组织和个人，本刊

将采取一切必要法律行动来维护正当权益。 

特此声明！ 

《电子技术应用》编辑部 

中国电子信息产业集团有限公司第六研究所

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com




