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! 引言
传统的 !" 人体姿态估计是通过手工提取特征或建

立人体模型 ! 来设计 !" 人体部件检测器 " #$%& ’ 等
人 ( )*提出基于多树模型的人体姿态估计 !同时表征人体
部件间的运动学约束关系和依赖关系 !"+%,-%. / 等
人 ( 0 *提出建立依赖于身体部位的非线性联合回归器来

预测关节位置 "在特征的选取上 !1+/+%+% " 等人 ( 2*使

用颜色直方图来提取部位的外观特征 !3+44 5 等人 ( 6*

利用级联的结构化模型来提取轮廓边缘和形状特征 !
’+%& ’ 等人 ( 7*使用 8-& 特征来建立人体各部位的混
合模型 " 传统方法受图像背景 #光照 #遮挡等的影响较
大 !并且对于多维特征的选择主观性较强 !不能很好地
适应人体部件的复杂性和环境的变换 !因此利用传统的
基于部件模型的方法具有较大的局限性 "

随着深度学习的发展 !利用神经网络提取的特征具
有更好的鲁棒性 !基于深度学习的 0" 人体姿态估计利
用卷积神经网络模拟人的视觉系统 !通过多层网络 !得
到不同感受野下的丰富特征" ,-38.9 +(:*等人首次基于

级联的深度神经网络搭建了人体关节点回归的网络框架!
从而摆脱了传统方法无法充分利用图像整体信息的局

限性 !实现精准的关节点定位和姿态提取 " 作为计算机
视觉的基本任务!人体姿态估计发展状况与虚拟现实 #人
机交互 #智能视频监控和运动行为分析等研究领域都紧
密相连 " 本文主要对基于深度学习的 0" 人体姿态估计
方法进行梳理和总结 !按视频图像中的人体数量 !将人
体姿态估计分为单人和多人场景下的检测 !并分别阐述
了人体姿态估计的常用方法 !列举了测试基准数据集和
评价准则 " 此外 !本文还对人体姿态估计现阶段面临的
问题进行分析 !并对该领域未来发展的趋势进行展望 "

" #$ 人体姿态估计
0" 人体姿态估计 !是通过人体关节点的二维坐标
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摘 要 ! 随着深度学习的快速发展 !0" 人体姿态估计作为其他计算机视觉任务的研究基础 !其检测速度和精度对后
续应用落地具有实际意义 " 对近年来基于卷积神经网络的 0" 人体姿态估计的方法进行梳理介绍 !将现有方法分为
人体检测关节点回归融合算法和人体关节点检测聚类算法 !同时对当前的主流数据集及其评价准则进行总结 !最后
对 0" 人体姿态估计当前所面临的困难以及未来的发展趋势做以阐述 !为姿态估计相关研究提供一些参考 "
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图 ! "# 人体姿态估计算法总结

来描述人体骨架信息 !基于深度学习的 "# 人体姿态估
计是通过图像特征提取 !进行关节点检测和骨架信息恢
复 !从复杂背景环境中对人体进行分割提取 !当前姿态
估计的目标在于提高实时检测速度和检测精度 "根据检
测对象和算法流程的不同 !可将其分为人体检测关节点
回归融合算法和人体关节点检测聚类算法 "前者是利用
目标检测算法将每个人从图像背景中识别出来 !然后对
单人姿态进行估计 #后者是对图像中所有的关节点进行
检测 !而后对其进行聚类连接成相应个体 !从而恢复人
体姿态 !具体分类如图 ! 所示 "

/"0 人体检测关节点回归融合算法
人体检测关节点回归融合算法主要包含两个步骤 $

首先构建人体检测器 !利用目标检测算法生成人体提议
框 $%&’() *+,-,.(/. 0!而后在框内进行人体关节点回归 "
0"0"0 人体检测算法
人体检测的任务是要从复杂环境背景中将所关心的

部分提取出来 !是人体姿态估计的初始化过程 " 经典的
目标检测的算法可以分为两类 $一类是先产生候选区域
$1234,) *+,-,.(/. 5再利用卷积神经网络 $6775分类的目标
检测框架 !这类算法是基于区域提取的 186779:;系列算

法!如 186779:;%<**872=9>;%?(.= 186779@;%?(.=2+ 186779!A;#
另一类是以 BCDC 算法为代表的将目标检测转换为回
归问题的目标检测框架 $BCDC%<<#5!目标检测算法的
好坏直接关系到后续单人姿态估计的准确度 "当前人体
姿态估计主要使用 ?(.=2+ 18677 作为人体检测框架 "
早在 "AAA 年 *E*EFGC1FHCI 6 等人 9 !!;就提出了早

期的目标检测方法 !常用无先验知识的滑窗遍历来进行
候选区域的选择 !由于检测区域多尺度变换 !容易造成
漏检和误检 " 随着深度卷积神经网络的发展 !"A!J 年 !
FH1<%H6K 1 等人 9 : ;首次提出基于区域提取的 18677
算法 !利用 .2/2L=4M2 .2(+LN 获得约 " AAA 个候选区域 !并
对区域大小进行归一化 ! 输入神经网络进行特征提取 "
针对 18677 模型对候选区域尺寸的限制 !%G K 等人 9 > ;

在此基础上设计了空间金字塔池化层 O <-(=4(/ *P+(’4Q
*,,/4)3!<**5!使得输入的候选框大小可以进行缩放 " 为
了降低重复计算节省运算开支 !FH1<%H6K 1 等人 9 @ ;在

<**872= 的基础上提出 ?(.= 18677 算法 !用 1CH *,,/4)3
层代替 <** 层!将分类问题和边框回归问题进行了合并 !
极大加快了检测速度 " #22-6&= 9!";方法就是先利用算法

检测图像中的人体关节点 !而后将关节点划分为不同的
个人 " 为了从根本上解决 .2/2L=4M2 .2(+LN 选择候选区域
慢的问题 !"A!R 年 1G7 < 等人 9 !A;又提出了更快的 ?(.=2+
18677 算法 !使用 1*7$1234,) *+,-,.(/. 72=S,+T5网络将
候选区域的选取融合到整个网络结构中 !大幅提高了候
选框的提取速度和精度 "
虽然 ?(.=2+ 18677 等算法取得了巨大进展 !但是其

实时性仍不能满足实际需求 "随后出现的 BCDC%<<# 算
法优越性逐步凸显 " 12Q’,) 等人提出了 BCDC 方法 !实
现了端到端的目标检测 !摒弃了之前先划分候选区域再
分类识别的两步走方法 !提出了一种单阶段的处理
方法 !将输入图片划分为 :!: 的网格 !每个格子最
多回归一种目标 !通过边框回归进行目标区域的修
正 9 !U;!该方法舍弃检测精度换取检测速度的大幅
提升 "

0"0"1 关节点回归算法
通过人体检测得到包含一个人的 V,&)Q4)3 V,W!在

单人关节点检测中对应输出 $F+,&)Q X+&=N5有两种思路 $
一种是直接回归关节点位置坐标 $ ! !" 5 !即基于坐标直
接回归 #另一种输出的是 N2(=’(- !N2(=’(- 最大值对应
关键点的位置 !N2(=’(- 的 F+,&)Q X+&=N 是以关键点为中
心的二维高斯分布 !即基于热图回归 "

$! 5基于坐标回归
基于坐标回归的单人姿态估计是将人体各关节点

的二维坐标作为 F+,&)Q X+&=N !使输入图像经过端到端
的网络直接映射得到每个关节点的位置坐标 "这种从单
个点直接回归的处理方法缺乏鲁棒性 !姿态估计算法早
期多采用这种算法 !缺点是忽略了人体部件之间的结构
信息 !单独对每个关节点进行回归 "

#22-*,.2 9R;基于 E/2W72= 网络多阶段端到端回归人体
关节点的二维坐标 !无需借助人体模型和检测器 !在初
始阶段得到关节点的粗略位置 !在其周围邻域切取小尺
寸的子图像作为下一阶段的输入 !后续阶段不断对其进
行修正优化 !具体结构如图 " 所示 !这也奠定了基于坐

图 " #22-*,.2 结构图
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标回归方法的基础 !
由于直接从输入图像中预测关节点的位置是一个

非线性问题 "!"# $ 等人 % &’(为了增强结构信息 "提出了
结构感知的回归方法 "使用骨骼来进行姿态表示 "同时
利用关节点的连接结构来定义损失函数"以便从 )* 姿态
扩展到 +* 姿态 ! ,-# $ 等人 % ./(基于生理图像提出一种

双源深度卷积神经网络 0*!12##3"采用多尺度滑动窗
口构建图像补丁 04567 45789:;3实现关节点的检测和定位!

<) 3基于热图检测
基于热图检测的单人姿态估计是用概率图 9:57=54

来表示关节点的粗略位置 "训练网络得到的是特征
图 0 >:57?6: =543各像素的概率检测值 ! @:57=54 不仅可以
反映像素属于各个关节点的概率分布 "还提供了关节点
本身和关节点之间的图像特征 !基于热图的检测可以为
关节点坐标的检测提供先验 "使用更为广泛 !
!关节点关系的建模
ABCD!B# E 等人 % .F(提出采用热图的方式来回归关

节点 "每个关节点占据一个热图通道 "其二维高斯分
布以目标关节点位置为中心 "针对得到的关节点有误检
< >5G;: 4H;I7IJ: K的情况 "作者提出建立空间模型 < ;457I5G
=HL:G3进行优化 "利用马尔科夫随机场来过滤异常关节
点 " 也为多人场景中的关节点聚类提供了解决思路 !
D-D-#*MNB" O 等人 % .P(在此基础上进行了改进提出了

O1MCQ"基于全卷积 M:;#:71.R& 的网络结构利用热图#
偏移解码器将热图 S9:57=543和对应的偏移量 <H>>;:7 3结合
起来得到精确关节点的定位 !为了更好地体现关节之间
的依赖关系 "T-#O U 等人 % .V(设计了一个可以灵活构建

的树结构模型和循环模型的消息传递层 "使得 *2## 和
部位检测器进行联合训练 "但是此方法的计算量依然非
常庞大 !
"主干网络结构的改进
人体姿态估计中应用的网络结构许多都是基于经

典神经网络改进而来的 "UNQ ! N 等人 % &W(提出一种多阶

段级联网络 2DC"使用顺序化卷积架构对可学习的空间
纹理特征进行序列预测 "不断去修正响应图 "使用神经
网络同时学习图片特征和空间信息 ! 残差网络提出后 "
#NUNXX - 等人 %)R(提出一种结构对称的堆叠式沙漏<!758Y:L
@H?6ZG5;; 3架构 "使用剩余模块作为组成单元 "如图 + 所
示 "使用多尺度特征来捕获各关节点的语义信息和空间
位置信息 "由于高分辨率是通过上采样获得的 "因此会
有潜在的信息缺失 "四阶 @H?6ZG5;; 子网络结构如图 [ 所

示 ! ,-#O @ 等人 % ). (提出的 MCDN 是基于对称空间变
换网络 <!\==:76I8 !457I5G A65];>H6=:6 #:7^H6Y"!!A#K构建
了专门的人体检测框 "提出了参数化姿态非最大值抑制
S D565=:76I8 DH;: #H]C5_I=?=1!?446:;;IH] " 4 1DH;: #C! K
来消除冗余 "提高了准确率和效率 ! ‘"X-A - 等人 % ))(使

用了由两个深层子网组成的 2## 级联结构 "分别是基于
M:;#:71./) 的部位检测网络和基于 aOO 的回归网络 !

2@N# T 等人 %.)(提出的 2D#"构建基于 ,D# 和 C5;Y1
M2## 的人体检测器后 "级联两个子阶段的网络模块
OHGb5G#:7 和 M:>I]:#:7"第一阶段由特征金字塔网络 OHG1
b5G#:7 负责所有关节点的检测重点提高明显部位的检测
精度 "第二阶段由 M:>I]:#:7 进行进一步修正 ! 后续许多
网络结构都是以此为基准模型进行改进的" 例如 XQ U等
人 %)+(在此基础上提出了多阶段人体姿态估计网络 C!D#"
将 2D# 的 OGHb5G#:7 作为轻量级的单阶段模块进行堆叠 "
相邻阶段之间进行特征聚合以保证更高分辨率 "C!D#
通过将前一个阶段的对应的两个特征图和当前阶段下

采样得到的特征图相连接 "避免由于反复下采样和上采
样造成的信息丢失 ! !" c 等人 % )[( 提出 295]]:G !9?>>G:
CHL?G:S2!C$来促进特征图间的跨通道融合 "提出 !457I5G
295]]:G1^I;: -77:]7IH] M:;IL?5G ‘H77G:]:8Y S!2-M‘K利用注
意力机制来学习空间和通道维度的关系 %

@H?6ZG5;; 是自上而下人体姿态估计的开山之作 "在
此基础上 "cN X 等人 % )/(基于 @H?6ZG5;; 网络做了改进 "使
用多层 C!!1#:7 进行多尺度监督来加强语义特征学习 "
而后利用 C!M1#:7 处理多尺度信息保持全局一致性 !
为了提高精度有效应对遮挡问题 "A-#O U 等人 % )F (在

@H?6ZG5;; 网络的基础上提出了 *X2C 模型 "利用深度神
经网络学习人体的组成结构 "可进行自上而下和自下而
上的结构推理 !
不同于上述两阶段的算法"为了提高检测效率"#QN $

等人 % )P(提出将人体检测和关节点回归两者统一起来当

做单阶段来处理的分层结构化姿态表示 !DM"直接预测
根节点 6HH7 dHI]7 作为人的中心位置 "同时将所有关节点
进行层次分割 "从 6HH7 dHI]7 开始预测相邻层级关节点的
偏移量 "具体如式 S. K所示 "从而减轻网络的预测压力 !

S!
"

# "$
"

# KeS!
%

# "$
%

# Kf
&!@" g h % i
" S!!#

&

# "!$#
&

# K S.K

#多尺度特征提取
为了完善在深度卷积神经网络中特征金字塔的应

用 "T-#O U 等人 % )V(设计了金字塔残差模块 SDMCK来克图 + M:;IL?5G 模块示意图

图 [ 四阶 @H?6ZG5;; 子网络
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服人体形态变换造成的比例变化增强鲁棒性 !首先使用
不同缩放比例下采样得到不同尺度的特征图 !而后再通
过上采样将特征图恢复到相同大小融合形成多尺度特

征 !这一阶段姿态估计的方法大都是从高分辨率特征图
下采样至低分辨率 ! 再从低分辨率恢复至高分辨率 !此
过程中会损失部分细节信息 !为了使姿态估计预测的关
节点更加准确 "空间更加精确 !!"# $ 等人 % &’(提出了高

分辨率的人体姿态估计网络 )*#+,!通过在高分辨率特
征主网络中逐渐并行加入低分辨率特征图子网络 !将不
同分辨率 -+.,/0+ 1.2 之间的连接从串行改成了并行 !在
整个过程中一直保持高分辨率分支的存在 !各并行网络
之间相互交换信息 !实现了不同网络间的多尺度融合和
特征提取 #
/"0 人体关节点检测聚类算法
自下而上的方法通常包括两个阶段 !分别是关节点

检测和关节点聚类 $即首先对视频图像中所有的关节点
进行检测 !而后通过对其进行分组聚类 !对不同人的关
节点进行连接恢复人体姿态 !该算法适用于多人场景 !
较之人体检测和关节点回归融合算法计算开销保持稳

定 !但是关节分组连接复杂度也会相对提高 $ 代表算法
有 3++24/, %566789.,9:+ ;1<+==9>? "3++2+04/, "@2+>A76+ "
ABCA5C 等 $

AB!)4)"DB# D 等人 % EF (首次提出 3++24/,!利用 C.6,
*G4## 来检测身体关节并进行相应类别标记 ! 而后利
用整数线性规划将这些类别划分给对应的人从而组合

恢复出骨架信息 $在此基础上 ! B#!5C"H3B#@I ; 等人 % EJ (

提出了 3++2+04/,!采用残差网络 *+6>+, 来提高关节检测
精度!使用 B1.?+G47>=9,97>+= A.90K96+ H+016 来做优化 !压
缩候选区域的节点 $ 为了提高实时检测效率 !45@ L 等
人 % E&(提出了基于 4AM 改进的 @2+>A76+ 方法 !可以实现
单人和多人的人体动作和手指关节等的识别 !利用 A5C
方法给每个肢体构造二维向量来编码肢体的位置和方

向信息 ! 从而提高部位之间的关联度 $ 如图 N 所示 !
@2+>A76+ 先通过 IOOGJP 卷积神经网络获取图像特征 !
之后经历两个分支 !上半支路预测关节点置信度 !下半
支路预测关节点亲和度向量完成关节点的匹配 !最后利
用匈牙利算法将同一个人的关节点进行聚类连接 !恢复
人体骨架信息 !这一方法获得了 QFJR 年 4@4@ 关键点
挑战赛的冠军 $

文献 %EE(提出 566789.,9:+ ;1<+==9>? 方法 !通过使用
标签值来编码部位之间的关联置信度 !使得同一个人不
同关节点对应的标签值尽可能相似 !不同人的不同关
节点对应的标签值相差尽可能大 !通过划定阈值对标签
值数据进行分割 ! 从而将关节点分组到每个人体实
例 $ A5A5#3*;@" O 等人 % ES(提出 2+067>T.< 算法 !可以同
时完成人体姿态估计和人体实例分割任务 $

&FJP 年 !$*;B!! ! 等人 % EN(提出 ABCA5C 方法 !这是一
个基于复合场的人体姿态估计算法 !使用部分强度场
ABC 来预测关节点热图 !使用部分关联场 A5C 来确定关
节点的连接 !最后使用贪婪算法对部分强度场和部分关
联场的信息进行处理 !得到人体姿态估计的结果 !相
比@2+>A76+ 算法性能有了明显提升 $ &F&F 年 !字节跳动
UB5@ V 团队 %ER(基于之前的 )*#+, 和 566789.,9:+ ;1<+==9>?
提出了一种高分辨率网络 )9?W+0)*#+,! 利用多分辨率
训练和热图聚合的策略 !使高分辨率网络能够预测具有
尺度感知的热图 !也是目前自下而上方法中性能最优秀
的网络之一 $

0 数据集和评价准则
0"1 目前常用的 02 人体姿态估计数据集
0+1+1 单人姿态估计数据集

XJ YD!A 数据集
D!A 数据集定义了 JZ 个人体关节点 ! 分别为头顶 "

脖子 "左右肩部 "左右肘部 "左右手腕 "左右臀部 "左右
膝盖和左右脚踝 $ 样本数在 Q FFF 左右 !目前基本弃用 $

XQ YCDB4 数据集
CDB4 数据集是从电影中截取的场景片段!场景中包含

多人的情况下 !只标签了一个人的关节信息 $ 共有 N FF[
个样本 !包括训练集 [ P\] 张 "测试集 J FJR 张 !是单人
人体关节点检测的数据集 !通常在实验中作为第二数据
集使用 $
该数据集定义了 P 类人体关节点 !包括左右眼睛 "

鼻子 "左右肩部 "左右手肘 "左右手腕 "左右臀部 !关节
点主要集中在上半身 $

X[ YMABB 数据集
MABB 数据集约有 Q^N 万张图片 !包含超过 S 万个具

有关节点注释的人体 !包括被遮挡部位关节点标注和头
部方向 $定义了 JR 个人体关节点 !分别为头顶 "脖子 "胸
部 "左右肩部 "左右手肘 "左右手腕 "盆骨 "左右臀部 "左

图 N @2+>A76+ 算法流程示意图
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右膝盖 !左右脚踝 "同时可作为多人姿态估计的数据集 "
!"#"! 多人姿态估计数据集
在现有的多人姿态估计数据集中 #常用的有 !"## !

$%$% 和 &# $’())*+,*- 数据集 "
!.$%$% 数据集是人体姿态识别领域应用的主流数

据集 #包含了 /0 万张图片和 /1 万个具有关节点注释的
人体实例 " 定义了 23 个人体关节点 #分别为左右眼睛 !
左右耳朵 !鼻子 !左右肩部 !左右手肘 !左右手腕 !左右
臀部 !左右膝盖和左右脚踝 "

&# $’())*+,*- 数据集作为竞赛数据集使用 #包含 40
万张图片#其中训练集 /5 万张#验证集 4 万张#测试集 &
4 万张 #测试集 6 4 万张 #均对其进行了关节点标注 " 定
义了 57 类人体关节点 #分别为头部 !脖子 !左右肩膀 !左
右手肘 !左右手腕 !左右臀部 !左右膝盖 !左右脚踝 "
!"! 评价准则
根据不同数据集的数据标签特点 #/8 人体姿态估

计有多种评价准则 #如表 5 所示 "

!"!"$ 单人姿态估计评价准则
9." 数据集采用部位精度百分比 "$" :"*-;*+<(,* =>

$=--*;< "(-<?@来衡量定位的精确程度 #如果预测的肢体
两个端点都在 A-=B+C D-B<’ 阈值之内 #则判定该定位正
确有效 "

!"## 数据集中采用头部尺度关节点百分比 "$E’
:"*-;*+<(,* $=--*;< E*FG=H+<? =+ ’*(C )*+,<’ I评价关节点
检测的准确率 #即计算出预测值和真实值的归一化距离
小于设定阈值的比例 #如式 :/ I所示 $

"$E’J!K 5
!

!

"K5
! 5

#

$

%K5
! &

%

" ’&!
%

"

/

&
%

)’HG ’&!
%

-?’=

/ "

#
$
$
$
$
$
$
$
$$
%

&
’
’
’
’
’
’
’
’’
(

!

#
)
)
)
)
)
)
)
))
%

&
’
’
’
’
’
’
’
’’
(

:/I

其中 $ 表示样本数目 #" 表示第 " 个关节点 # &
%

" ’&!
%

"

/

表 示 预 测 关 节 点 和 真 实 位 置 坐 标 之 间 的 距 离 #

&
%

)’HG ’&!
%

-?’=

/

表示人头部的最长距离 #! 表示阈值 #通

常设为 0L1"
区别于 !"###M9#$ 数据集使用 "$E 作为评价指标

时用人体躯干大小代替头部框大小作归一化距离 "
!%!"! 多人姿态估计评价准则
使用目标关键点相似度 :%NO*;< E*FG=H+< .HPH)(-H<F #

%E.I来评估预测值和真实值之间的差异 #从而衡量模型
的表现 " %E. 指标的计算公式如式 Q4I$

%E.K
%
! *RG S (

/

%

/)/"
/

%

* +" :*%TU, -I
%
! V" :*%TUIW

:4I

其中 (
/

% 是预测值和真实值的欧几里得距离的平方 #)/

是人体在图像中所占面积的平方 #"
/

% 表示归一化因子是

对数据集所有关节点标准差的平方 #*%. XU#5#/Y表示关
键点的可见性 "

&" 表示所有的 %E. 的平均精度 #&"1U 表示 %E. 阈
值为 UL1 时的平均精度 #&"! 表示小尺度目标的平均精
度 #&"9 表示尺度在阈值之上目标的平均精度 "
在模型计算消耗比较方面 #采用浮点计算量 M9%"?

作为指标 #具体指的是卷积神经网络前向传播时所需要
的乘法次数 #用单张图片的测试速度作为评价测试速度

的指标 #同时用参数个数作为模型大
小的评价指标 "

& 难点与发展趋势
&%$ 面临的问题

:5 I遮挡问题
由于真实生活中背景环境复杂 #遮

挡问题在一定程度上制约了模型性能

的提升 #容易造成漏检和误检 "
:/ I实时性要求

如何降低网络的复杂度和计算开销是制约人体姿

态估计算法落地的重要因素 #随着图像视频中人数的增
多 #尤其是自上而下算法的时间开销将会明显增加 "
&%! 未来发展的趋势

:5 I提高检测精度和效率
真正将人体姿态估计算法应用于无人驾驶 !安全监

控等实时性要求高的领域 #还需要进一步简化网络结构
设计轻量化模型 #降低模型的计算开销 #使其能够实现
实时快速高精度检测 "

:/ I移动端应用
在移动端设备部署人体姿态估计技术是一个方向 #

在不影响检测效率和准确率的情况下 #与其他技术相结
合拓展外围应用 #增强现实真正做到人机交互 "

’ 结论
随着深度学习的发展卷积神经网络的出现 #用于人

体姿态估计的模型结构和算法性能也不断优化和提升 #
无人驾驶 !智能监控等任务需求也在一定程度上促进了
人体姿态估计工作的进行 " 本文对两大类 /8 人体姿态
估计方法进行了介绍 #对每个阶段具有代表性的模型特
点进行了阐述 #并介绍了人体姿态估计常用的数据集和
评价准则 "最后对人体姿态估计面临的问题和发展趋势
进行了介绍 #在未来具有广阔的应用前景 "

表 5 常见的 /8 人体姿态估计数据集及评价标准

多人

姿态估计

数据集名称

9."
M9#$
!"##

!.$%$%
&# $’())*+,*-

关节点个数

57
Z
5[
53
57

样本数目

/E
1E
/1E
4U\
4U\

评价标准

"$"
"$E
"$E’

%E. !&" !&]
%E. !&" !&]

使用情况

基本弃用

常作为第二数据集

主流

主流

多用于竞赛

单人

姿态估计

$(
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