http://www.chinaaet.com %3&5 islz‘ife

*
1,2 3 2
b 2
(1. s 310051 ;2. , 230036 ;
3. , 230022)
) , Google
: TP391.4 : A DOI:10.16157/j.issn.0258-7998.201115

, , . [J]. ,2021,47(7)

21-28.
: Guo Jinpeng,Han Minjie,Xu Zhengrong. Research on artificial intelligence application based on algorithm analysis[J].

Application of Electronic Technique , 2021 ,47(7):21-28.

Research on artificial intelligence application based on algorithm analysis

Guo Jinpeng'-?, Han Minjie®, Xu Zhengrong
(1.Zhejiang Uniview Technologies Co., Ltd., Hangzhou 310051, China
2.School of Information and Computer, Anhui Agricultural University , Hefei 230036, China ;
3.School of Life Sciences, University of Science and Technology of China, Hefei 230022, China)

Abstract: Al (Artificial Intelligence) makes significant improvements with fast development of hardware improvement and algorithm
iteration. Google, Baidu and other high—tech company increase investment in Al applications year by year, considering Al as a key
areas. Al present, artificial intelligence has become the most important technological means to lead the revolution of the information
industry. However, the threat of artificial intelligence to humans is also increasing. In this paper, we analize the existing Al algo-
rithm, explain their defects, and discuss what kinds of risks would be caused. Finally, we propose some approaches to generate
more explainable, more robust, and more ethical Al system.
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