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Abstract: Feature engineering can automatically process and generate those highly discriminative features without human operation.
Feature engineering is an inevitable and crucial part of machine learning. The article proposes a method based on reinforcement
learning(RL), taking feature engineering as a Markov decision process(MDP), and proposes an approximate method based on the upper
limit confidence interval algorithm (UCT) to solve the feature engineering of binary numerical data problem to automatically obtain
the best transformation strategy. The effectiveness of the proposed method is verified on five public data sets. The FScore of the
five public data sets is improved by an average of 9.032%. It is also compared with other papers that use finite element transfor-
mation for feature engineering. This method can indeed obtain highly discriminative features, improve the learning ability of the
model, and obtain higher accuracy.
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