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Abstract: In recent years, big data, natural language processing and other technologies have been developed rapidly. As one of the

cutting—edge technologies in the field of natural language processing, emotion analysis has received great attention. However, High

precision and high performance are still the key factors restricting emotional analysis. In order to achieve high —precision emotion

analysis, based on the feature—level neural network, this paper improves the reset feature level attention mechanism, and proposes
an aspect level emotion classification model based on the reset feature level attention(RFWA) and an aspect level emotion classification
model based on the reset feature level self-attention(RFWSA). Finally, combined with Bi—-LSTM—-CRF, high quality aspect level emotion
analysis is realized by aspect level phrase extraction in the network. The experimental results show that compared with the existing

mainstream emotion analysis model, the model proposed in this paper has obvious advantages. Especially when the classification ef-

fect is quite good, the parameters of the model are only 1/4 of the AOA Network.
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