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,8,:(技术是第五代 );5<4= >797?@45A9#->(移动通信的关
键技术之一 $ 随着天线阵列尺寸数量级的增加 #形成了
超大规模 ,8,: 系统 $ 通过增加天线阵列的尺寸 #可以
提升频谱效率 %能量效率和空间分辨率等 #还有望获取

超高的数据速率和系统吞吐量 $ 超大规模 ,8,: 技术也
因此成为第六代 )B5C4= >797?@45A9#">(移动通信关键技术
的候选 D #E$ 然而 #大口径阵列的使用会造成不同的信道
条件 $ 当整个阵列的孔径有限并且服务相同的用户时 #
空间稳定性是成立的 $但是 #对于大孔径阵列 #由于天线
阵列不同区域所服务的用户不同 #接收功率的级别也因
此不同 #这称为空间非平稳性 D ’E$ 因此 #可以引入子阵列
和用户可见区域 )F5G5H5354I J7K5A9#FJL来描述信道非平
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摘 要 ! 超大规模多输入多输出 !,2345637 89624 ,2345637 :24624!,8,:L技术在未来的移动通信中具有巨大的潜力 " 然
而 !采用超大型的天线阵列会出现空间非平稳性信道特征 !如果为基站的每根天线都配备一个高精度量化器 !系统
功耗将大幅度增加 !从而阻碍超大规模 ,8,: 系统的广泛应用 " 因此 !假设基站的每根天线都配备有一对 &N比特模
数转换器 )O9@3AKN4ANP5K54@3 1A9Q7?47?G!OP1L!利用子阵列与用户之间的映射关系来描述非平稳信道特征 !借助深度
神经网络 )P776 R72?@3 R74SA?T!PRRL强大的泛化能力 !设计一种新的生成式监督 PRR 模型 !该模型可以使用合理数
量的导频进行训练 " 仿真结果表明 !所提出的网络可以使用较少的导频得到较好的估计性能 !在性能与计算复杂度
之间取得良好的平衡 "
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稳性 ! "#!
常见的超大规模 $%&’ 系统中存在两个严重的问

题 ! 一个是由于阵列体积较大 "空间非平稳性和固有的
高矩阵维数对性能和计算复杂度带来了负面影响 ! (##另
一个是由于接收机中配备的高精度模数转换器 )*+,-./0
1.234/41,- 5.+6781789":35;消耗了相当多的功率 "导致硬
件成本和功耗增加 ! <#! 虽然 =2比特 :35 可以显著降低
功耗 "但是性能较差 ! 因此 "需要在超大规模 &%&’ 系统
中利用非平稳性来描述信道模型 "并采用低精度的量化
方式来降低功耗 "在服务大量用户时寻求性能和计算复
杂度间的良好平衡 !
随着计算能力的提升"深度学习方法已被广泛应用于

大规模 &%&’ 系统中"尤其是与信道估计相关的研究 !>2?#!
在 =2比特 *@5 大规模 &A&’ 系统中 "通过应用神经网
络可以在相同导频数量下获得更好的信道估计性能 "从
而在计算复杂度和导频数量间取得折中 ! B2C#! 然而 "这些
研究并没有考虑天线阵列增大时出现的信道非平稳特

性 ! 虽然文献 !=D#提出了子阵列和散射体两种信道估计
方法来估计非平稳信道 "但是并未考虑 *@E 功耗问题 !
在此基础上 "本文通过子阵列与用户之间的映射来描述
非平稳信道 "设计了一种新的生成式监督深度神经网络
F@77G H7I8,- H71J.8K"@HH;"并对配置 =2比特 :@5 的基
站接收机子阵列开展了信道估计的相关研究 !该网络可
以采用较少的导频进行训练 "能在使用较少导频的条件
下取得良好的信道估计性能 !

/ 系统模型
本文考虑一个单小区超大规模 &A&’ 上行传输系

统 "如图 = 所示 ! 该基站有 ! 根均匀线性阵列天线 "每
根天线配置一对 =2比特 :@5"为 " 个单天线用户提供
服务 ! 将基站的天线阵列均匀分成 # 个不相关的子阵
列 "每个子阵列的天线数为 $L! M#"并且每组子阵列都
有用于信道估计的本地处理单元 ! 为了保证多用户
&A&’ 系统的效能 "假定 $!""则子阵列 % 对应的第 &
个导频接收信号为 $

!
F % ;

& L" F % ;#
F % ;

& N$ F % ; F=;

其中 "%
F % ;

& L!’
F % ;

&= "’
F % ;

&O " % "’
F % ;

&" # P 表示所有用户发送的导频

符号 #& F % ; L !’
F % ;

= "% "(
F % ;

" #")$!" 为子阵列 % 与所有用户

之间的信道矩阵 "假定每个子阵列信道系数服从复高斯

分布 "且满足 ( !" F % ;" F % ;Q#L$!
O

F % ;*$#$ F % ;")$!= 表示方差为

!O 的零均值高斯白噪声 !

子阵列 % 到用户 ) 之间的信道系数 (
F % ;

) 为
! (#$

(
F % ;

) L +
F % ;

)# $(%
F % ;

) FO;

其中 "+
F % ;

) L" F,
F % ;

) ; 2* 表示大尺度衰落 "" 为路径损耗衰减

系数 ",
F % ;

) &-$!= 为子阵列 % 的每根天线到用户 ) 之间的

距离"* 为路径损耗指数#(%
F % ;

) !$RFD"!
F % ;

) ;表示由小尺度衰

落引起的信道响应 "!
F % ;

) &-$!$ 为考虑非平稳性和信道

相关响应的子阵列信道协方差矩阵 ! 超大规模 &A&’ 阵

列所有天线的整体信道协方差矩阵为 !)LS-KT4,/F!
F = ;

) "

% "!
F # ;

) ;&-!!!"S-KT4,/ F&;表示分块对角构造函数 "主对

角线上的非零子块依次为矩阵 !
F = ;

) "!
F O ;

) "% "!
F # ;

) "并且

满足 $

!)L.
= M O

) -).
= M O

) FU;
其中 "-)&-!!! 表示捕获空间信道相关效应的对称半正

定矩阵 ".)& VD"=W!!! 是通过可见区域概念建模的包含

非平稳特性的对角矩阵 !
0"0 12 建模

XY 描述了阵列中被每个用户 ’看见 (的部分 "即用
户大部分能量集中的部分 ! 特别地 "本文采用了文献 !(#
中描述的模型 "其中每个用户都有一个由两个参数识
别的 XY! 因此 "将 XY 的中心建模为 +)!, FD"- ;"- 为超
大规模 &A&’ 阵列的物理长度 "XY 的长度建模为 .)!
ZH F#."!.;! 设 /) 表示服务用户 ) 的天线数量 "定义为
!+)2 .)"+)N .)# 所划定的物理区域内阵列天线的总和 ! 因
此 "式 FU;的对角矩阵 .) 中有 /) 个非零对角元素 ! 本文
以非平稳信道的范数小于或等于平稳信道的情况为例 "
在这种情况下满足 18 F!);L/)F’) ;".)LT4,/F !!""/)

"! # P;!

0+3 04比特 (56 超大规模 7879 信号分析

!
F % ;

& 经过 =2比特 :35 量化器 0 F&;量化后 "基站端子

阵列 % 收到的量化输出信号可以表示为 $

图 = 单小区 =2比特 :35 超大规模 &%&’ 系统架构
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!
! ! "

" ## !"
! ! "

" "# $
%!

&’()!! !"
! ! "

" " "* ’
%!

&’()!" !"
! ! "

" " " !+"

其中 !! !"
! ! "

" "和 " !"
! ! "

" "分别表示 "
! ! "

" 的实部和虚部 " 由于

本文处理的是时域样本 !而且子阵列信道系数服从复高

斯分布 !因此 "
! ! "

" 可以近似为复高斯分布 " 根据 ,-&&.)(
分解原理知 !高斯信号的任意非线性函数都可以用原高
斯信号表示 / $$0" 具体来说 !量化失真为 #

#
! ! "

" #!
! ! "

" 1$"
! ! "

" !2"
等价为 #

!
! ! "

" #$"
! ! "

" *#
! ! "

" !3"

通过设计矩阵 $ 使得 #
! ! "

" 和 "
! ! "

" 不相关 !从而减小量

化噪声 !满足 #

$ /#
! ! "

" "
! ! "

"
40#$ /#

! ! "

" 0$ /"
! ! "

"
40 !5"

由于式 !$"的期望值 $ /"
! ! "

" 0 #6!同样地 !可以容易证

明 $ /#
! ! "

" "
! ! "

"
40#6 和 $ /#

! ! "

" %
! ! "

"
40#6" 存在以下引理 #

引理 !!子阵列 ! 的信道矩阵 & ! ! "可以由 $1比特量

化观测信号 !
! ! "

" 和导频信号 %
! ! "

" 得到 !具体形式为 #

$ /!
! ! "

" %
! ! "

"
40#!

%

7’89:&
%

! !%!
%

! ! "!
%

7’89:& *!
%

& "! & ! ! " !;"

其中 !!
%

7’89:& #$ /%
! ! "

" %
! ! "

"
40 <%"

证明 !将 $ /!
! ! "

" %
! ! "

"
40展开 !带入 $ /#

! ! "

" %
! ! "

"
40#6 得 #

$ /!
! ! "

" %
! ! "

"
40#$$ /"

! ! "

" %
! ! "

"
40*$ /#

! ! "

" %
! ! "

"
40#!

%

7’89:& $& ! ! " !="

,-&&.)( 定理指出 !如果对无记忆系统 # !$"的输入

是一个零均值高斯过程 !如 "
! ! "

" !则输入输出的互相关矩

阵 ’"
! ! "

" !
! ! "

"
与输入自相关矩阵 ("

! ! "

" "
! ! "

"
成比例 !即 #

("
! ! "

" !
! ! "

"
#$("

! ! "

" "
! ! "

"
!$6"

其中 !$ 是一个对角矩阵 !第 ’ 个对角元素为 #

/$ 0 ’ !’#$ /!
! ! "

"’ 0#%$ /" !"
! ! "

"’ " 0 !$$"
结合高斯概率分布函数得到 / $%0#

$# %
!! >’.(!("

! ! "

" "
! ! "

"
# $"

1 $
% !$%"

利用式 !$"计算 ("
! ! "

" "
! ! "

"
得 #

("
! ! "

" "
! ! "

"
#$ / !& ! ! "%

! ! "

" *) ! ! " " !& ! ! "%
! ! "

" *) ! ! " " 40

#$ /& ! ! "%
! ! "

" %
! ! "

"
4& ! ! "40*$ /) ! ! ") ! ! "40

#!
%

7’89:& $ /& ! ! "& ! ! "40*!
%

& *% !$?"

又因为 $ /& ! ! "& ! ! "40(%!
%

! ! " *%!所以 ("
! ! "

" "
! ! "

"
可以表示为

("
! ! "

" "
! ! "

"
#!%!

%

! ! "!
%

7’89:& *!
%

& "*%!+ 简化后表达式为 #

$# %
! !%!

%

! ! "!
%

7’89:& *!
%

& "! *% !$+"

将式 !$+"代入到式 !="即得证 %
引理 $ 为本文生成的一个监督表达式 !由引理 $ 知

道 !在已知瞬时子阵列信道&导频和噪声三者功率的情况
下 !在每个信道相干时间间隔内发送大量导频 !可以很
好地估计出 $1比特 @AB 超大规模 CDCE 的子阵列信道"
" 生成式监督学习模型
如果在每个信道相干时间内 !除了瞬时子阵列信道 &

导频和噪声三者功率外 !还有许多导频 !则可以很好地
估计出信道 " 但是导频的数量过大 !不但会导致导频资
源匮乏 !而且会带来额外的计算复杂度 " 所以应尽量减
少导频的数量来控制带宽和功率 " 另外 !知道瞬时子阵
列信道功率也不切实际 " 因此 !基于 AFF 监督学习的思
想 !本文根据引理 $ 构造了一个生成式的监督学习模
型 !其目的在于充分利用 AFF 泛化能力 !以少量的导频
得到较好的信道估计性能 "
利用 AFF 估计子阵列信道可以看作为一个回归任

务 !所提出的 AFF 网络结构利用特殊标签 GHI !!
! ! "

" %
! ! "

"
4"

来进行训练 !该标签是由 !
! ! "

" %
! ! "

"
4 按行堆叠起来的 %)!$

维向量数据 " AFF 网络结构如图 % 所示 ! 由输入层 &2
个隐藏层 &% 个 &J9K:I-: 连接和输出层构成 " 神经网络的

输入为导频信号 %
! ! "

" !对应的输出为 ,
! ! "

" !"#$!’ !%*!%*

为一个相干时间间隔内通过子阵列信道传输的导频总

数 " 神经网络的输出可以写成可训练权值 - 和激活函
数 ! !("的形式 #

,
! ! "

" #!3!-3!2!-2!+!-+!?!-?!%!-%!$!-$%
! ! "

" "*%
! ! "

" " " "

*!?!-?!%!-%!$!-$%
! ! "

" "*%
! ! "

" " " " !$2"
所有参数均根据下列的代价函数进行优化 #

+# L’)
-$ ! ’ !-3

,
! ! "

" 1GHI!!
! ! "

" %
! ! "

"
4"

%

!$3"

本文所提的生成式监督 AFF 的各层神经元数量分别
为 %) &+) &%) &%) &+) &%)&%%) !中间隐藏层使用 MH.NO
PHMQ 作为加快收敛的激活函数 !并在每一层之间增加
了批处理规范化 ! ,.:IJ1F9KL.8’R.:’9) !,F " !使网络中的
数据前馈更加有效 % 由于这个过程是一个回归任务 !因
此输出层使用 8’)H.K 激活函数 !两层之间的权值由矩
阵指定 % 由于现有的软件库实现的神经网络并不支持
复数的操作 !因此需要将复数形式导频的实部和虚部
提取出来连接成一个 %)!$ 维实数向量 % 同样地 !标签
为 %%)!$ 维 %

训 练 神 经 网 络 !使 得 式 ! $3 "中 的 输 出 ,
! ! "

" 和标签

GHI!!
! ! "

" %
! ! "

"
4"之间的均方估计误差 !CH.) ST-.KH UKK9K!CSU"

最小 ! 意味着神经网络输出的学习概率分布近似于 GHI

!!
! ! "

" %
! ! "

"
4"的概率分布 % 一旦模型训练完成 !将相干区间

内生成的随机导频样本输入到训练好的模型中 !得到所
需的输出样本 !并根据式 !; "取其平均值来估计向量形

#$
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式的子阵列信道 !

!! ! ! "#$%&!"! ! ! " "# ’
"

"

##’
!#

! ! "

$ !’("

其中 "% 为随机生成输出样本总
数 "对 " 除了处理复杂度之外 "
没有任何限制 #
值得一提的是"与传统的 )**

结构相比 "本文增加了两个 +,-./!
&0/ 连接"其目的是为了减少 )**
中常出现的梯度消失或梯度爆

炸问题 1 ’23# 理论研究发现 "神经
元数量足够大的单个隐藏层可

以提供与两个隐藏层相同的性

能 "但是单个隐藏层带来的计算
复杂度却大得多 1 ’43# 为了降低计
算复杂度 "在每个 +,-./&0/ 连接中
设置了两个隐藏层 # 该估计模型
的总体计算复杂度由训练 )**
模型和从训练的 )** 中生成随
机样本两部分组成 # 第一阶段训
练神经网络产生的计算复杂度

为 & !’( !5" "其中 ! #!26 74) "*5

为神经网络的总共的可训练参数"
平方项来自反向传播 # +,-./&0/ 连
接既不引入额外参数 "也不引入
计算复杂度 # 第二阶段的复杂度
相对较低 "来自于矩阵向量乘法 # 所以本文中生成式监
督 )** 的计算复杂度为 & !+(!5" #
/ 仿真结果和分析
为了验证本文所提的生成式监督 )** 模型在 ’8比

特 9): 超大规模 ;<;= 系统中的信道估计性能 "本节进
行了两组仿真实验 # 表 ’ 列出了相关仿真参数 "并且定
义归一化均方误差 $*-.>?@AB%C ;%?D EF0?.% G..-."*;EG%
来描述信道估计性能 !

*;EG#, ! ! ! "8!! ! ! "
5

5
H ! ! ! " 5

5" # !’I"

基于表 ’ 所给参数构建子阵列信道模型 "然后用
+(#JI"’K"5KL2 种不同数量的导频来训练估计网络 & 在
训练中 "采用梯度下降和自适应学习率 "通过反向传播
算法寻找梯度因子 "借助 9C?> 优化器获得初始学习率
为 MNMM’ 的自适应学习率 & )** 训练完成后 "随机生成
"#’M MMM 个样本并输入到训练好的 )** 模型中 "对
其 ’M MMM 个输出样本取平均值 "得到对应子阵列的信道
估计 &值得注意的是 "当导频数量足够大时 "" 的数量可
以远小于 ’M MMM&
图 2 展示了由 2 个不同导频数训练得到的生成式

监督 )** 的估计 *;EG& 从图中可以看出 "随着信噪比
$EAOD?@ /- *-A+% P?/A-Q E*P%增加 "决定模型效率的关键

参数是导频数量 "当导频数量较少时 "信道估计的*;EG
处于一个较高的状态 "随着导频数量从 I 增加到 ’K 后 "
信道估计性能显著提升 & 进一步 "将导频数量增加到 5K
后 "信道估计的性能没有产生太大影响 & 由此可以推断"
在超大规模 ’8比特 9): 系统中"发送长度为’K 的导频是
非常合理的 "能有效减少接收端的信道估计复杂度 "所
以使用生成式监督 )** 模型估计信道时 " 可以用较少
的导频数量得到较好的估计性能 &
图 4 将导频数量固定 +(#’K "对比了不同信道估计

模型与本文提出的生成式监督 )** 模型的 *;EG 性

图 5 本文所提的生成式
监督 )** 模型结构

表 ’ 仿真参数列表
参数

蜂窝范围 $>?R H>
最短距离 $>ADH>
天线总数 "
子阵列数 -
子阵列天线数 +
用户数 *
信道相关性

值

2M
’MM
’MM
4
5K
5K

%.#&%

参数

衰减系数 "
损耗指数 /
载波频率 HSTB
天线间隔 H>
天线阵列长度 0 H>

UP 中心 1.
UP 长度 2.

值

4
2

5N6
MN52M 6’
52 NM6’ M
3 ! M "0 "

V*!M N’0 "MN’ "

图 2 不同导频数量下生成式监督学习模型的 *;EG 性能对比

E*PHCW

*;
EG

图 4 不同信道估计器与生成式监督 )** 模型的 *;EG 性能对比

E*PHCW

*;
EG
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能 !其中 !"# 方法来自于文献 $%&’"!"((#) 方法来自文
献 $&’! 从图 * 中可以看出"在任何信噪比下"生成式监督
+,, 模型的信道估计性能都优于 !"# 和 !"((#)! 此
外 "本文还与未使用 -.比特 /+0 量化的最小二乘 1"2345
#67382""#9估计进行了对比"有趣的是"所提的信道估计方
案在 #,: 低于 -* ;! 时"性能始终优于未量化的 "# 估计!
/ 结论
采用 -.比特 /+0 替代高分辨率 /+0 可以大幅度

降低接收机成本和功耗 "但使用传统方法 "超大规模
(<(= 系统基站接收机在信道估计方面会造成严重的性
能损失 ! 本文利用生成模型和多层神经网络 "提出了一
种用于信道估计的生成式监督 +,, 模型 ! 仿真结果表
明 "本文所提出的模型可以利用较少数量的导频得到较
好的信道估计性能 "即使存在 -.比特量化的非线性损
害 "仍然可以实现可靠的信道估计 !
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