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! 引言
绝缘子作为输电电路中的重要器件 "被安装在非等

电位或导体与接地器件之间 "其自爆与否会严重影响输
电线路的安全 * %+,-# 现代输电线路运维检修机制通常基

于直升机或无人机按照预定轨迹拍摄的视频 "由人对每
帧图像进行自爆绝缘子位置辨识 #然而 "人的主观因素 "
以及运维成本和复杂环境的客观因素 "使得现代输电线
路运维检修模式费时耗力 # 因此 "亟待研究绝缘子自曝
状态的智能认知方法 #
目前学术界对绝缘子自爆状态的识别进行了大量

基于多尺度网络的绝缘子自曝状态智能认知方法研究!
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摘 要 ! 针对已有绝缘子状态识别模型 !以及深层网络尺度和交叉熵损失函数的缺陷 !仿照运维人员检修模式 !即
依据评测结果的可信度动态决策 !基于多尺度网络构建了一种绝缘子自曝状态智能认知方法 " 首先 !面向定位归一
化化预处理后的绝缘子图像 !基于 234536+%0 增加不同结构的网络分支提高网络适应不同分辨率的能力 !同时在网
络末端添加多尺度信息融合模块 #其次 !随机配置网络面向多个尺度特征 !构建了泛化的自曝状态分类认知准则 #
最后 !为了评测自曝状态分类认知结果的可信度 !基于定义的误差指标自调节多尺度网络架构 !重构不确定认知结
果约束下的特征向量和分类认知准则 !以进行自曝状态再认知 " 实验结果显示 !与其他方法相比 !所提出的智能认
知方法增强了模型的泛化能力和认知精度 "
关键词 ! 绝缘子状态 #234536#反馈认知 #多分辨率 #多尺度
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研究 ! "#$%! 然而 "识别方法多基于理想条件 "面对复杂野
外图像时难以获取绝缘子状态的自曝特征 "识别性能难
以满足实际需求 ! &#’%!
人工巡检从人工智能 ! ( #)*%角度可归结为 #人根据丰

富的历史经验评判当前绝缘子状态 ! 然而 "这种主观估
量模式易受不同人员经验 $不确定干扰等因素影响 "鲁
棒性差 ! 传统认知系统具有开环属性 "针对输入的不确
定对象 "其恒定的特征提取和分类准则输出不确定的决
策 "无法模仿人类思维模式 !随着神经网络算法的改进 "
深度学习受到了广泛关注 ! ++,+-%! ./01/2 作为一个流行的
网络结构 "将原始输入信息直接传输到后续层 "在生成
泛化特征的同时 "加快超深层网络的训练 "然而 "./01/2
依然属于开环认知系统 !
不同规模的网络提取不同尺度的特征融合后将改

善整个网络性能 ! +3%! 然而 "当前的深度学习缺乏有效的
方法提取多尺度特征提高图像的语义理解 ! 因此 "为了
应对如上挑战 "本文给出了一种基于多尺度卷积网络的
绝缘子状态反馈认知方法 ! 首先 "面向定位归一化预处
理后的绝缘子图像 "基于 ./01/2,+’ 增加不同结构的网
络分支提高网络适应不同分辨率的能力 "同时在网络末
端 "融合多尺度信息 !其次 "在面对绝缘子状态的多个尺
度特征时 "为了避免 0452678 逼近能力不足 "随机配置网
络 9:24;<702=; >4?5=@AB72=4? 1/2C4BD0":>1E !)"%可构建泛化的
自曝状态分类认知准则 ! 最后 "为了评测自曝状态分类
认知结果的可信度 "基于定义的误差指标自调节多尺度
网络架构 "重构不确定认知结果约束下的特征向量和分
类认知准则 "以进行自曝状态再认知 !实验结果显示 "本
文提出的智能认知方法与其他方法相比 "增强了模型的
泛化能力和认知精度 !

/ 基于多尺度神经网络的绝缘子自曝状态智能认
知模型

本文提出的基于多尺度网络的绝缘子自曝状态智

能认知方法的结构图如图 ) 所示 !
训练层基于 ./01/2,)’ 的网络结构 "通过添加不同

分辨率的分支和网络末端的多尺度特征提取 "构建多尺

度结构卷积模型 !并基于反馈层评测指标下达的网络深
度 "增加卷积层建立更深层次特征空间的数据结构 ! 测
试绝缘子图像亦可获取特定深度条件下的自曝状态认

知结果 !
反馈层仿人思维交互模式 "通过定义误差指标实时

评测认知结果的可信度 "若不满足阈值指标 "则自寻优
调节网络深度 "构建可信度不足测试样本的优化特征和
分类认知准则 "再认知自曝状态 !

0 图像预处理
0"1 图像旋转
航拍中会时常遭遇气流 "或由于轨迹变化位于不同

方位 ! 为了增强模型的鲁棒性 "首先对训练集的图像进
行!$"$!)F"和镜像旋转 "扩充样本集合 "如图 - 所示 !
0"0 绝缘子串定位
在航拍的线路巡检图像中绝缘子具有多种位姿 "因

此需要首先对其进行定位 ! 图 3 给出了采用 GHIH 目标
检测的定位效果 !
0"2 绝缘子图像归一化
选取定位分割后的绝缘子串图像的较短边 "将其定

为 -(("较长边随较短边等比例归一化 "归一化的绝缘
子图像大小设定为 -((#-((!
2 多分辨率多尺度架构 345647 网络
本文构建了如图 " 所示的多分辨率多尺度结构

的 ./01/2 网络 9JAK2= ,./04KA2=4? L?M JAK2= ,:;7K/ ./01/2"
J.J:.1N!
281 多分支网络架构
每个输出通道对应一个滤波器 "共享参数的相同滤

波器仅能提取一种类型特征送至输出通道 !卷积层增加
输出通道数量的代价是计算量剧增和过度拟合 !在本研
究中 "借鉴 1O1 !)$%的思想 "将非对称稀疏连接架构添加
至 ./01/2 的结构中"获取不同分辨率下的深度特征信息!
2+0 多尺度特征融合
原始 ./01/2 网络基于单尺度决策层描述获取识别

结果 !然而 "单一尺度无法确保认知所需的充分信息量 !
因此 "针对上述多分支网络中提取的大小为 P$P 的特征

图 ) 基于多尺度网络的绝缘子自曝状态智能认知模型
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图输出 !首先将其合并为 !!!"!" 的特征图集合 !然后
采用 "!" 和 #!# 的平均池化转换为两个不同尺度的特
征向量 !最终连接构建为 #$! 的全连接特征向量 !输入
后续模式分类器在多尺度条件下寻求绝缘子图像状态

的最佳决策 "
!"! 随机配置网络
近年来随着随机算法的涌现 !多层感知机的构建过

程首先是预设一个参数区间 !在此区间内以平均概率的
方式生成感知机中输入层和隐含层所需的随机权参数 !

采用最小二乘法计算伪逆的方式求取隐含层和输出层

之间的权值 "
设 !"%&’()!’(*!#!’("+是具有多分辨率多尺度的全

连接特征向量 !" 是样本个数 " ,-. 可等效为如下网络 $

#$/!" 0%
$

%%1
!!% &%/!

2

% !"3’%4 /)4

其中 !"%5!)!!*!# !!$6是输出层的权值 %!% 和 ’% 是在预

设区间内随机赋值的输入权值和隐含偏移 %!%!’%" 57"!

图 * 图像预处理

8 9 4原图 / : 4镜像图

/ ( 43;"旋转 / < 43)= "旋转

/ > 47;"旋转 8 ? 47)="旋转

图 @ 基于 ABCB 算法的航拍绝缘子定位

8 9 4效果 1

8: 4效果 *

图 # 多分辨率多尺度架构 D>E.>F 网络流程图
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! !!! ""#是 $%&’(%) 函数 #" 是隐含层节点个数 $
/"0 深层神经网络参数调节
深层神经网络需要迭代参数 !优化策略如下 %
"* #前向传播中 !基于 +,+-,. 模型 !面向输入绝缘

子图像集 !提取多分辨率多尺度特征 $ 基于式 "* /逐渐增
加 -0. 的隐含层节点数 !直至满足最大个数或误差域
值约束 !获取绝缘子自曝状态的认知结果 #

"1 /若误差域值未满足 !且隐含层节点数已满足约
束 !则基于 -0. 的输出误差反向更新 +,+-,. 的参数 #

"2 /交替重复步骤 "* /和 "1 /!直至误差不再改变 !输出
最终认知结果 $

0 绝缘子自曝状态智能认知机制
在获取测试绝缘子图像的自曝状态认知结果后 !需

要构建性能指标实时评测绝缘子状态不确定认知结果

的可信度 !为多分辨率多尺度特征空间的自寻优调节和
分类认知准则重构提供依据!仿人进行自曝状态再认知$
0"1 认知结果的误差指标
在第 " 次认知中!面对测试绝缘子图像集 #!$%!$!

%! 3*!& !! 网络深度 ’ 所生成的全连接特征向量 !"% !’!"
的不确定自曝状态认知结果为 (% !’!"! 3*!)*!!其中 )* 为
自曝状态类别标签 $ 潜在语义分析可以抽象 !"% !’!"至
压缩语义向量 #"% !’!"4356% !’!"!*!&! 56% !’!"!+!!+478,$ 设与
#"% !’!"具有相同类别训练集的语义向量矩阵为 #" (% ! ’ ! "

!则

同类别误差矩阵 !% !’!"定义为 %
!% !’!"4$’% ! ’ ! "

"#"% !’!"9#"(% ! ’ ! "

4$’% ! ’ ! "
"3#"% !’!"!*!&!#"% !’!"!+!9

#"
*

(% ! ’ ! " ! * & #"
*

(% ! ’ ! " ! +

& & &

#"
)% ! ’ ! "

(% ! ’ ! " ! * & #"
)% ! ’ ! "

(% ! ’ ! " ! +

"
#
#
#
#
#
#
#
#
#
#
$

%
&
&
&
&
&
&
&
&
&
&
’

:1/
其中 !&% !’!"表示与 $% 具有一致状态的训练样本个数 $同

理可定义不同类别误差矩阵 !
(

% !’ !" !则 $% 的认知结果误

差定义如下 %

-% !’!"49;(&1 *9 !% !’!"

!% !’!" < !
(

% !’ !"
) * "2/

其中 !熵值越大表示认知结果可信度越低 !需要增加网
络深度以再认知状态 !反之亦然 $
0"2 基于不确定认知结果误差熵的状态反馈调节机制
为了模仿人类反复推敲比对信息交互认知模式 !借

鉴马尔科夫决策过程 3*=!可定义性能指标 .%

."4
&

%4*
+-% !’!">/"! *,","’?@ :7/

其中 !-% !’!">/" 表示测试图像在第 " 次反馈认知过程中基

于深度 ’ 的得分 !/:/A*/是代价因子$ 特别地 !.84
&

% 4*
+-% !8

表示初始卷积深度的得分 $

3 实验结果
3+1 实验数据
从无人机的巡检航拍中选取包含绝缘子的 B 888 幅

图像 !训练集与测试集的比例为 CD1 !每幅图像的尺寸
为 7 1CC!1 C7C$ +,+-,. 中卷积深度的最大值 ’’?@4=!
0421!训练数据重复的轮数为 *88$ -0. 中 #1 和 21 的取

值范围 ! 为 E8FG!*!G!*8!28!G8!*88H!344E*4*8 9 1H
B

147 !"
的最大值设为 * 888$由于 -0. 的参数设定具有随机性!
采用运行 *8 次取最优结果的方式获取最佳参数组合$
3+2 实验结果分析
当网络深度 ’4* 时 !图 G 给出了 -0. 中采用不同

隐含层节点个数 " 条件下 !训练绝缘子图像的自曝状态
识别精度曲线 $ 随着 " 个数的递增 !自曝状态的识别精
度奕随之增加 #当 " 超过 18 后 !识别精度呈现稳定收
敛 !这一情形表明由于在 -0. 中不同参数的随机基函数
引入 !使得输入多分辨率多尺度特征与输出自曝状态之
间建立了有明确映射关系的非线性关系 $

如图 = 所示 !不同的网络深度条件下 !随着 " 个数
的增加 !检测精度均呈现单调递增快速收敛趋势 $此外 !
网络深度的增大使得绝缘子状态的检测精度先递增后

稍微降低 $ 当网络达到一定深度时 !可能会引入冗余信
息致使性能饱和下降 $ 初始网络深度为 ,I$.IJ9*C 时 !
即无反馈认知系统 !此时约有 K8L的正确输出 !剩余
*8L的测试样本 !通过反馈调节机制重构 -0. 后 !约 1L
的样本正确输出 $
本文算法与其他算法的检测结果进行了比较!包括带

反馈环节的 ,I$.IJ971’,I$.IJ9*C 和标准 ,I$.IJ9*C!以及
MN6IOJ%(N9P2 和 QRR *=$ 表 * 给出了 G88 次实验的平均
检测精度和每幅图像的平均测试时间 !所给出的实验数
据形式均采用均值"标准差 $从表 * 可以明显看出 !本文
方法的平均检测精度为 K1 FC=# !较基于反馈架构的其
他模型提高了 1#$2# !较基于无反馈架构的其他模型

图 G 不同 " 的 -0. 检测精度比较

隐含层节点数 "

训
练
识
别
精
度

>L
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提高了 !!""#!!
此外 "为了表征 $%& 对输入输出之间非线性关系的

万局逼近能力"本文以相同的绝缘子图像作为输入 "特征
提取方法一致 "分别采用 ’()*+,-#./01#$/2 和 3&& 模
式分类器对自曝状态进行识别 ! 从表 4 可以看出 "$%&
较其他分类器具有更好的性能 !主要原因是 $%& 在确保
学习模型万局逼近能力的约束条件下 "生成新的随机基
函数 "使得随机参数设置方法与建模数据关联 !

! 结论
本文探讨了一种基于多尺度卷积神经网络的绝缘

子状态反馈认知方法的可行性和有效性 ! 首先 "基于改
进的 .5’&5* 提取绝缘子图像多分辨率多尺度特征 ! 然
后 "基于结构自生成的 $%& 模式分类器 "在输入特征与
输出自曝状态之间建立强泛化的非线性映射关系 ! 最
后 "仿人思维模式构造误差指标 "评测自曝状态认知结
果的可信度 "构建调节机制更新特征空间并重构分类准
则 "反馈再认知绝缘子状态 ! 实验结果表明了本文方法
的可行性和有效性 !

航拍的图像中可能存在大量未知噪声 "为了增强绝
缘子自曝状态的检测精度 "图像去噪将是下一步的研究
重点 !
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图 Z 不同网络深度条件下的自曝状态识别精度曲线

训
练
识
别
精
度

gh

隐含层节点数 !

识别方法

本文

.5’&5*YU4Y$%&

.5’&5*Y7SY$%&
.5’&5*Y7S
LBC5\*J(BYE]

/;;7Z

识别率 gh
W4 ASZ#RAR]
W4 AXW$RAR]
WR AX7$RARU
SX ARR$RAR!
S! AXS$RARZ
XW A4!$RARW

测试时间 g ’
R A4Z$R AR4
RA4U$R AR4
RA4R$R AR4
RARU$R AR]
RARW$R AR4
RA77$R AR4

表 7 不同深度学习模型的识别精度和训练时间比较

表 4 不同模式分类器的识别精度和测试时间比较
识别方法

$%&
’()*+,-
./01
$/2
3&&

识别率 gh
W4ASZ$R AR]
W4AU7$R ARU
W4A!Z$R A7R
SWASW$R AR!
SSA4W$R ARU

测试时间 g ’
R A4Z$RAR4
R A4Z$RAR4
R A4Z$RAR7
R A]R$RAR4
R A4S$RAR7
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!!!!"#$%&’()*+,-.

能 !其中 !"# 方法来自于文献 $%&’"!"((#) 方法来自文
献 $&’! 从图 * 中可以看出"在任何信噪比下"生成式监督
+,, 模型的信道估计性能都优于 !"# 和 !"((#)! 此
外 "本文还与未使用 -.比特 /+0 量化的最小二乘 1"2345
#67382""#9估计进行了对比"有趣的是"所提的信道估计方
案在 #,: 低于 -* ;! 时"性能始终优于未量化的 "# 估计!
/ 结论
采用 -.比特 /+0 替代高分辨率 /+0 可以大幅度

降低接收机成本和功耗 "但使用传统方法 "超大规模
(<(= 系统基站接收机在信道估计方面会造成严重的性
能损失 ! 本文利用生成模型和多层神经网络 "提出了一
种用于信道估计的生成式监督 +,, 模型 ! 仿真结果表
明 "本文所提出的模型可以利用较少数量的导频得到较
好的信道估计性能 "即使存在 -.比特量化的非线性损
害 "仍然可以实现可靠的信道估计 !
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