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/ 引言
近年来 !电力电子系统的可靠性越来越引起社会各

界的广泛注意 ! "#$%" 大量的研究及实践表明 !在轨道交通
领域 ! 实现轨道列车牵引系统的实时健康状态监测 !做
到及时的故障预警和提前维修 ! & #’%!将大大提高系统的
可靠性 !节约维修成本 "
直流母线支撑电容作为牵引系统的关键部件 !其健

康状态随着投入运行年限的增加而变差 !直流母线电容
失效导致的列车系统停机甚至损毁给社会带来了巨大

的经济损失 ! (#)%" 因此 !支撑电容的状态监测技术成为了
当前研究的热点 ! *#+%" 支撑电容的容值能够表征其真实
的健康状态 ! ,%!本文提出了一种大功率变流器直流母线
电容容值的在线监测方法 !利用数据训练得到基于卷积
神经网络#长短期记忆网络 -./01/2345/062 783962 784:/9;<#
=/0> ?@/94 A89B C8B/9D!.77#=?ACE的神经网络模型 !"F%!
可以根据列车系统运行过程中采集到的实时运行数据

进行支撑电容值的准确软测量 !对于实现支撑电容健康
状态在线监测 #提高功率变流器的可靠性具有重要意义 "

0 122345*6 神经网络模型
.77-卷积神经网络 G能够充分挖掘传感器传回的大

批量电压 #电流数据中与支撑电容容值有关的数据特
征 !=?AC 长短期记忆模型能够使得数据特征信息完整
化和丰富化 ! ""%" 采用 .77 和 =?AC 结合的方式对支撑电
容相关的电压电流数据进行数据处理和神经网络模型

搭建 !能够显著提高电容容值软测量的准确度 "
0+0 122 神经网络模型

.77 由数据输入层#卷积层# 激活层#池化层 #全连接
层和输出层构成 ! "$#"&%!如图 " 所示 "
卷积层可进行参数共享 #卷积等操作 !并通过卷积

层滤波器提取输入数据之间的关系 $激活层主要完成卷
积层输出的非线性映射 !使得整个网络有更丰富的表达
能力 !激活层在结构上属于卷积层 $池化层进行参数降

基于 !""#$%&’的支撑电容容值软测量
杨培盛 "!付 宇 "!李鸿飞 $!初开麒 $!王梦谦 $!李政达 $

-" H济南轨道交通集团建设投资有限公司 !山东 济南 $(FF"’ $
$H中车青岛四方车辆研究所有限公司 !山东 青岛 $))F&&G

摘 要 " 实时监测功率变流器中支撑电容的老化状态 !及时发现并更换存在缺陷的电容 !对提高功率变换器的可靠
性具有重要意义 " 基于相关电压电流数据 !通过建立数据集 !确定网络模型参数和模型训练 !最终得到基于 .77#
=?AC 的神经网络模型 !并通过不同工况下的数据集对神经网络模型的准确性进行了验证 " 结果表明 !该模型可对
电容容值进行可靠预测 "
关键词 " 支撑电容 #.77#=?AC#可靠性 #神经网络
中图分类号 " A7"F$$AC(&" 文献标识码 " I 789""FH")"(*JK H 5<<0HF$(+#*,,+H$F""$+

中文引用格式 " 杨培盛 !付宇 !李鸿飞 !等 H 基于 .77#=?AC 的支撑电容容值软测量 ! L % H电子技术应用 !$F$"!’*-,G%")#",H
英文引用格式 " M60> N85<@80> !O3 M3 !=5 P/0>Q85 ! 84 62 H ?/Q4 B86<398B804 /Q <3RR/9450> S6R6S5460S8 T6<8U /0 .77#=?AC !L % H
IRR25S645/0 /Q V28S49/05S A8S@05W38!$F$"!’*X,G%")#",H

?/Q4 B86<398B804 /Q <3RR/9450> S6R6S5460S8 T6<8U /0 .77#=?AC

M60> N85<@80>"!O3 M3"!=5 P/0>Q85$!.@3 Y65W5$!Z60> C80>W560$!=5 [@80>U6$

-" HL5060 \652 A960<54 ]9/3R ./0<493S45/0 ^018<4B804 ./ H!=4UH!L5060 $(FF"’!.@506 $
$H.\\. _50>U6/ ?5Q60> \/2250> ?4/S; \8<869S@ ^0<454348 ./ H!=4UH!_50>U6/ $))F&&!.@506 G
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图 ! "## 神经网络结构

维 !减小过拟合 "全连接层对特征进行重新拟合 !减少特
征信息的丢失 #
实时采集支撑电容相关的信号数据量大 !通过传统

的数理统计方法梳理出传感器数据和容值的统计规律

难度较大 # 卷积层作为 "## 神经网络的核心 !其参数共
享操作能够很大限度减少运算量 !尤其适用于大数据量
应用场合 $局部感知功能使得每一个卷积核都关注局部
的数据信息 !最后结合卷积层多核特性 !实现多维度数
据特征提取 !最大化反映数据信息中包含的所有电容相
关特征信息 # "## 神经网路模型能够提取信号特征 !基
于提取的信号特征进行支撑电容值的软测量分析 #
!"# $%&’ 神经网络模型
牵引系统支撑电容的运行状态 !不仅与当前时刻主

回路状态参数有关 !准确预测电容容值还需要结合历史
数据状态信息 # %&’( 长短期记忆网络单元能够对长期
依赖信息进行学习 ! 可实现支撑电容时序信息的回归预
测 !并且能够避免传统的 )##*循环神经网络 +的梯度下
降 $梯度爆炸等问题 , -./#

%&’( 的关键环节是 %电容细胞状态更新 &!细胞更
新后的状态决定了最终的输出信息 # 图 0 为 %&’( 单元
结构图 #从图中可以看到 !%&’( 单元内部通过 . 个神经
网路层相互交互 #

在图 0 中可以看到 !%&’( 神经网络单元的链式结
构中 !电容细胞状态 !! 在整条链上贯穿前行 !%&’( 通
过忘记门 $输入层门和输出层门 !对信号状态信息进行
更新和调控 !旨在丢弃无价值的信息 !保留并填充有用
信息 # %&’( 的 %门 &结构由 ! *即 1234526 激活函数 +神经
网络层和一个按位乘的操作构成 # 1234526 激活函数层输
出 7!- 的数值 !其中 !7 表示信息完全被丢弃 !- 表示信
息完成保留 #
忘记门层通过 1234526 激活函数决定丢弃何种信息 !

公式如下 ’
"!8! *#"(,$! 9-!%! /:&" + *-+

其中 !"! 为忘记层门输出 !%! 为 %&’( 单元在 ! 时刻的输
入 !$! 9- 为 %&’( 单元在 ! 9- 时刻的输出 !’" 为权值矩

阵 !&" 为偏置参数 #
输入层门通过 1234526 激活函数选择何种信息保留

在状态中 ! ;<=> 层创建一个新的候选值向量 !用于状态
信息的填充 !公式如下 ?

(!8! *’#(,$! 9-!%! /:&$ + *0+

!! !8;<=>*’%(,$! 9-!%! /:&% + *@+

其中 ! (! 为输入层门输出 ! ;<=> 为双正切激活函数 !!! ! 为

;<=> 层创建的候选值向量 !’$ $’% 为权值矩阵 !&$ $&% 为

偏置参数 #
经过信息丢弃 $填充后 !细胞状态已经更新为新状

态 !! !如下式 ’

!!8"!"!! 9-: (!"!! ! *.+
其中 !"表示哈达马乘积 # 更新后的细胞状态 !! 通过

;<=> 激活函数后和输出层门的输出 )! 相乘决定最终的

输出 $! !’5 为权值矩阵 !&5 为偏置参数 !公式如下 ’
)!8! *’5(,$! 9-!%! /:&5 + *A+
$!8)!" ;<=>*!! + *B+

# 模型训练
在网络模型中 !定义损失函数为 (&C *均方误差 + !

(&C 主要用于反映估计量与观测值之间的差异程度 !其
公式如下 , -D/’

(&C8 -
&

&

$8-
# *’$9 ’! $+ 0 *E+

其中 !’$ 是真实数据 !’! $ 是对应模型输出结果 # 其值越小
表示估计量与观测值之间的差异越小 !越符合人们的期
待和优化目标 #
在卷积操作中 !使用 )F%G*)FH;2I2F6 %2=F<J G=2;+激活

函数 !)F%G 函数相较于其他激活函数 !能够有效地防止
梯度弥散 !引入了稀疏激活性 !在同样的条件下 !能够加
快网络计算 !其公式如下 , -K/’

( *) +84<L*7!) + *M+
利用基于随机梯度下降的优化方法来最优化网络

参数估计 !利用反向传播算法来最小化损失函数 # 为了
防止过拟合 !给 %&’( 部分加上了 NJ5O5P; 层 # NJ5O5P; 的
实质就是按照一定的概率随机地删除部分神将元 !然后
进行计算 $梯度传播和更新 !下一次再选取其他的神经
元丢弃的一个过程 # 训练过程主要由 @ 阶段组成 ’前向
传播 $后向传播 $梯度更新 #
前向传播的目标是将数据输入网络 !沿着网络前进

计算 !最后得到输出 !比较输出与观测值的关系 #计算卷
积和池化得到最后的输出 #
后向传播基于前向传播得到的网络输出值 !然后计

算输出与观测值的 (&C!通过各层的参数 !将误差从输
出层反向传递往输入层 !经历上采样 !与卷积和的倒置

图 0 %&’( 单元结构图

!(
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相乘等逆操作 !
梯度更新采用随机梯度下降的方法 "计算参数的梯

度 "更新参数 "以使得 !"# 最小 ! 学习率是梯度学习的
关键因子 "随着模型训练的深入 "需要适时改变学习率
才能更好地调整模型 ! 学习率过快可能跳过最低点 "导
致信息丢失 #过慢则时间消耗太大 "严重影响代码效率 !
应让学习率随着训练的深入等比例地降低 !

/ 试验结果分析
0"1 数据集
针对列车运行过程中牵引系统预充电 $牵引加速 $

恒速运行 $减速制动等不同工况下的电压 $电流数据 "基
于 $%%&’"(! 神经网络模型实现支撑电容容值的软测
量 "本次试验共测得 )* 组实时运行数据 "对应的电容值
范围为 +,*- ./!0-,- ./!
其中 "每组数据包含 1 个运行参数 "分别为网压 $网

流 $电容电压 $电容电流以及逆变桥三相输出电流 !从数
据集中随机选取 23 组数据作为训练集对 ’"(! 卷积神
经网络模型进行训练 #剩余 * 组作为测试集 "验证模型
的准确度 !
首先对传感器采集的电压 $电流数据进行预处理 "

各路电压电流数据的时域特征不明显 "因此对数据集进
行快速傅里叶变换 "将时域信号转化为频域信号 "作为
卷积神经网络的输入 !
0"2 试验结果
基于 $%%4’"(! 神经网络模型 "制作数据集 5包括

训练集 $验证集和测试集 6! 验证试验数据集共 * 组 "采
样频率为 733 89:"采样参数同之前相同 "均为网压 $网
流 $电容电压 $电容电流以及三相电流 !实验目标是通过
神经网络软测量上述 * 组验证数据对应电容值 !
定义寿命误差计算公式为 %

#;;<;’=>?@ !
"A#"?

"0--B C+D

其中 "#;;<;’=>? 为寿命误差 "! 为绝对误差 ""A 为初始电容

值 5取 73EFF ./D""? 为寿命阈值电容值 G取 +,*- ./D!
在预先不知道真实电容值的情况下 "用神经网络软

测量 "之后对比真实值 "结果如表 0 所示 !

对不同运行功率下的试验数据进行容值软测量 "结
果如表 H 所示 !
由表 0 和表 H 可见 "$%%4’"(! 模型对于试验数据

的软测量结果较好 "具有较高的精度 !
为进一步验证 $%%4’"(! 神经网络模型的软测量

结果 "分别以 IJ 神经网络模型 $$%% 模型 $’"(! 模型
和本文应用的 $%%4’"(! 模型为对比模型 "由相同的数
据集进行训练和测试 "随机选取 HF 组试验数据作为数
据集 "每组数据集由不同随机种子随机得到 ! 由于以
间隔 FE0 ./ 的试验数据作为训练和验证数据 "以间隔
FEF0 ./ 的试验数据作为测试数据 "因此设定训练误差
阈值为 FE0 ./ 的 0FB"即 FEF0 ./!
定义 K$$5正确率 D为 %

K$$@ $J<A

% "0FFB 50FD

其中 "$J<A 是在误差阈值内的样本个数 "% 总样本个数 !
K$$ 主要用于反映估计值与观测值相符合的程度 !其值
越大越好 "表示软测量的准确度越高 !
图 2$图 L 为不同神经网络模型下 "正确率 K$$ 和

0
H
2
L
*

+ EM+
+ E1*
+ E*2
+ EN1
+ EL+

+E+3
+E1*
+E*2
+EN1
+E*3

3E37
3E33
3E33
3E33
3E37

3 E73
3 E33
3 E33
3 E33
3 E77

HE33
3E33
3E33
3E33
HE33

预测值 O
./

组别
真实值 O

./
绝对

误差 O./
相对

误差 OP
寿命

误差 QB

表 0 验证数据集电容值预测结果

运行功率 Q8R
+F
01F
HLF

电容预测值 Q./
+ E*F2 2L
+ E*FM H1
+ E*0H 0H

电容实测值 Q./
+ EL++ 1H
+ EL++ 1H
+ EL++ 1H

表 H 不同运行功率下!电容值预测结果

图 2 不同神经网络模型正确率对比

图 L 不同神经网络模型寿命误差对比

数据组别

#;
;<
; ’=

>?
QB
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寿命误差 !""#"$%&’ 随组别的变化曲线 !从对比结果中可以
看出 () 神经网络和 $*+, 的正确率较低 "寿命误差较
大 "且曲线波动比较严重 "-.. 和 -../$*+0 模型 122
和 3""4"$%&’ 曲线较平稳 "正确率较高且寿命误差较小 !
表 5 为不同神经网络模型下均方误差 0*! 均值 #正

确率 622 均值和平均寿命误差 !""4"$%&’! 由表 5 可知 "
2..789+, 神经网络模型综合了 2:; 高级数据特征提
取能力和 8*+, 对时序数据的长期依赖特性 "预测精度
最高 "反映出模型能够对网络进行较好的回归 ! <= 既无
特征提取能力 "也无历史数据信息保存神经层结构 "因
此预测精度最差 ! 因为 8*+, 无数据特征提取能力 "所
以仅使用 8*+, 模型做容值软测量并不能提升容值测
量精度 !

! 结论
本文基于列车系统实时监测的数据 "充分利用 2::/

8*+, 在信号特征提取和对时序数据长期依赖的优势 "
实现对支撑电容容值的在线软测量 !通过提取不同工况
下的支撑电容相关试验数据作为 2:: /8*+, 神经网
络模型的训练样本 "以均方误差 #正确率和寿命误差作
为容值软测量精度的评价指标 !
利用试验数据训练得到的神经网络模型可以准确

软测量不同试验数据对应的容值 "最后与 <= 神经网络
模型 #8*+, 神经网络模型和 2:: 神经网络模型进行对
比 !实验结果表明 "该方法辨识精度较高 "能够满足电容
测量的工程需求 !
电解电容的健康状态与电容容值高度相关 "因此监

测电容容值对评测电容的健康水平具有重要意义 !本文
所提出的基于 2::/8*+, 神经网络模型的容值软测量
方法能够大大减轻传统列车系统电气部件检修和测量

的工作量 "工程应用意义较大 !
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表 5 不同模型电容值预测准确率比较
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