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Lightweight object detection algorithm based on attention feature pyramid network

Zhao Yifei, Wang Yong
(Faculty of Information Technology , Beijing University of Technology , Beijing 100124 , China)

Abstract: Object detection algorithms based on deep learning are difficult to deploy on low computing power platforms such as mo-
bile devices due to their complexity and computational demands. In order to reduce the scale of the model, this paper proposed a
lightweight object detection algorithm. Based on the top —down feature fusion, the algorithm built a feature pyramid network by
adding an attention mechanism to achieve more fine—grained feature expression capabilities. The proposed model took an image with
a resolution of 320x320 as input and had only 0.72 B FLOPs, achieved 74.2% mAP on the VOC dataset and the accuracy is
similar to traditional one—stage object detection algorithms. Experimental data shows that the algorithm significantly reduces the com-
putational complexity of the model, maintains the accuracy, and is more suitable for object detection with low computing power.
Key words: object detection ;feature pyramid ; attention mechanism ; lightweight algorithm
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