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Abstract: A Pearson correlation coefficient virtual machine selection approach called PC—VMS was proposed and discussed in this
paper. PC—=VMS uses the calculation method in statistics of Pearson correlation coefficient for historical CPU utilization data of vir-
tual machines, and establishes a measurement of the CPU utilization of each pair of virtual machines. The mathematical model of
the correlation between the rates was also constructed. The PC-VMS algorithm will obtain the CPU utilization of the last n times
for each pair of virtual machines, calculate the Pearson correlation coefficient based on the two sets of input data, and finally select
the virtual machines in the group of the highest correlation and allocate it on the target physical host. The experimental results and
performance analysis show this strategy leads to a further improvement compared with the old migration strategies in CloudSim4.0.
This strategy is valuable for other cloud providers to build a low energy consumption cloud data center.
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