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/ 引言
随着激光扫描技术的发展 !点云作为最能表现物体

三维特征的数据深受研究者热爱 " 深度学习 #卷积神经
网络 !"#$%#&’()#$*& +,’-*& +,(.#-/!"++0 12 345近几年引领

计算机视觉领域的研究趋势 !并且 "++ 网络在二维图
像分类与识别上显得高效 " 点云在空间中的无序性 #旋
转不变性 #非结构化数据 !导致其不能直接作为 "++ 网
络的输入 1 65" 因此 !使用深度学习对点云进行研究的方
法有 6 种 $多视图 1 75#体素法 1 85#直接对点云 1 93:5"
基于二维多视角 6; 识别的方法 !本文通过优化采

集数据集的方式提升 "++ 神经网络 1 <5的分类效果 "本文
对点云模型进行不同视角投影 !得到多组 4; 图像数据
集 " 首先用多个 =>>29 卷积模型 1 ?32@5提取单独视角数据

集 !得到多个映射了图像特征的卷积神经网络模型 %然
后将多个包含特征的 =>>29 模块加上自定义层后&并联’
连接分类层作为分析网络模型 !混合视角图像数据集作
为网络输入 %最后通过分析多个特征提取模块的权重 !
优化多视角图像的采集密度 !提升二维多视角 6; 识别
效率 !即分类效果 "

0 相关工作
文献 175提出的多视角卷积神经网络 !A’&()3=),. "++!

A="++B将物体的三维数据通过多视角的 &观察 ’得到二
维图像 !再将二维图像作为输入数据带入传统的二维图
像卷积网络中进行训练 "相比于一些直接用三维数据训
练 !所用的二维图像卷积网络非常成熟 !其训练效果还
能超过大量三维数据训练的结果 " 文献 185的体素法的

基于优化多视角图像采集的点云分类

何瑞函 2!4!蔡 勇 2!4!张建生 2!4

!2 C西南科技大学 制造科学与工程学院 !四川 绵阳 942@2@ %
4C制造过程测试技术省部共建教育部重点实验室 !四川 绵阳 942@2@B

摘 要 " 基于二维多视角 6; 识别方法中 !可使用多个 4; 投影图表示三维模型特征信息 !但不同视角投影图像的特
征不同 !神经网络对其学习效率也有所差异 " 卷积神经网络能够映射图像的特征 !可用此方法分析这个问题 " 混合
视角数据集分析不同视角投影特征在卷积神经网络中的重要性 !根据重要性的不同优化混合视角数据集的采集
密度 " 最终实验结果表明 !不同视角产生的二维图像分类准确率不一样 !其中俯视角度投影的分类准确率最差 !优
化后的数据集在相同神经网络模型下达到了最优分类准确率 "
关键词 " 三维点云 #多视角图像 #卷积神经网络 #图像分类
中图分类号 " DE6?2C: 文献标识码 " F 123"2@C2928:GHC )II$C@48<3:??<C4@@<?4
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核心是基于三维数据的 !立体栅格化 "#将点云数据表示
为 !"!!"!!" 大小的 !立体栅格 "#通过将空间中的点云
划分为体素 #用体素来表示三维物体 #然后再对空间中
的体素进行三维卷积 $其卷积类似二维图像深度学习的
卷积神经网络 #所以计算在空间和时间上都很复杂 $ 文
献 #$%直接将三维点云放入网络进行训练 #基本思想是
对输入点云每个点的空间编码进行学习 $
多视图方法最大化利用了 &’’ 的优点 #文献 #(%中

提出 )*&’’ 模型最有代表性 $ 作者指出使用二维图像
表示三维数据会丢失三维特征 #为了减少特征的丢失 #
用多张不同角度的二维图像来代替三维模型 $尽管将三
维模型转为二维图像的这种方式很巧妙 #但也存在未知
因素 #例如 %是否某种视角的图像最重要 #或者是否有某
种图像包含了主要的特征信息 $ 在文献 #( %中 #作者尚未
阐述这些问题 #因此本文将针对此问题进行分析 $

! 数据集
观察三维物体有几种典型的视角#即从正上方俯视 &

斜上方俯视和侧面侧视 #本文通过使用 +,-./-0 软件在
空间中设置虚拟相机对 )1/-,’-23" 数据集的点云模型
4 5166 7依次进行 !拍照 "提取 89 图像 #相机工作时指向 !9
网格数据的中心 $

)1/-,’-23: 为标记朝向的 )1/-,’-2 #33%数据集子集 #共
3: 类 #训练集共有 ! ;;3 个点云文件 #测试集 ;:< 个点
云文件#本文数据集对 )1/-,’-23: 所有点云文件进行采集$
如图 3 所示 #每个虚拟相机分别以 !=: " #(> " #;: "

不同角度绕 ! 轴每隔 !$"生成一个 89 视角渲染图 #每
一个视角三维模型获得 ?: 个图像 #一共得到 ! 个子数
据集 9@2@A:&9@2@A(>&9@2@A;:$ 子数据集用单独视角的
?: 张二维图像表示一个点云 $ ! 个子数据集微调 ! 个
*BB?$ 卷积神经网络 #分别储存不同 ! 角度投影图像的

特征信息$ 将 ! 个子数据集打包为混合数据集 C9@2@ADEF7#
作为调试模型的数据集 #用共计 !: C即 !!?:7张二维图
像表示一个点云模型 $
通过对 +,-./-0 软件生成 89 图像多次对比 #最终在

软件渲染中选择快照材质光照 #颜色为纹理 #像素为
!:: !!::$ 用 ! 0-GEH-AED@I-AJE2KAL01MA10AM@/"对数据集预
处理 #将图片裁剪为 88(!88( 的图像 $
本文研究目的为 #通过改变 !: 张二维图像在 ! 个

不同视角中的采集密度 #提高神经网络对点云的分类准
确率 $

" 卷积神经网络模型
以文献 #;%中 *BB?$ 模型作为基础网络模型#包含 ?!

个卷积层&! 个全连接层#一共 ?$C即 ?!N!7层$在本文中使用
到的包含 ?! 个卷积层 &> 个池化层和 O-PQ 激活函数 $
通过卷积层 &池化层和激活函数等操作 #将原始数

据集的特征信息映射到隐含层 #再通过全连接层将隐
含层的特征信息映射到样本标记空间进行分类 # ?8 %$ 本
文用 RD@I-.-2 数据集权重作为 *BB?$ 的预训练参数 #再
使用采集的数据集微调 #最后用 S126D@F 回归算法与交
叉熵代价函数配合调节网络中的权重等参数 #?!%$
"#$ %&&’( 卷积
以 *BB?$ 特征提取网络为基础 #提取图像特征信

息 #将特征信息保存在 *BB?$ 的卷积层中 $ 模型结构如
图 8C@7所示#采集的 !9 模型子数据集输入到隐含层 *BB?$
C除全连接层 7#图中的全连接层为分类空间 #最后两层施
加权重正则化防止网络过拟合$使用单视角投影数据集对
*BB?$A! 模型进行微调#将单组视角 89 图像的特征映射
到 *BB?$A! 的卷积层空间#!9 模型子数据集图像的特征
信息储存在该卷积层空间#本文称之为特征匹配模块$
"#! 用于分析的网络模型
图 8 CT7中用混合角度数据集 C9@2@ADEF7作为特征分

析模型 C*BB?$A/TI7的输入 ’隐含层为特征匹配与调试
空间 #由 ! 个 *BB?$ 卷积空间加上自定义层通过并联的
方式组成 $ ! 个特征匹配模块 C*BB?$A! 7的权重等参数 #
通过迁移学习 #?(%的方式载入特征分析模型 C*BB?$A/TI7中$
自定义层 C如图 8CL7所示 7对每个特征匹配模块的输

出上施以权重 #在微调中评判每个特征匹配模块的权重
大小 #神经元表达式形如下 %

C":#:#":#?#(#":#;7 C?7
L1.L@2-.@2- 层 C如图 8C/7所示 7将 ! 个 ?!?: 的神经元

连接为一个 C?!!:7的网络层 #如式 C87所示 %
C":#:#(#"?#?8#(#"8#8;7 C87

最后与分类层相连 $
为了使得自定义层中权重 #与 ! 个特征匹配模块

在特征分析模型 C*BB?$A/TI7中的权重等价 $ 将自定义
层中权重初始值设置为相等 C: 或 ?7#! 个特征匹配模块
C *BB?$A: &*BB?$A(> &*BB?$A;: 7在初始工作时具有一

图 ? 数据集采集

)"
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样条件 !通过用 "!"#!$%&’$%&#连接层对自定义层的输出
进行拼接时 !自定义层中的权重不会被其他层的激活函
数 $损失函数影响 ( )*+!自定义层中权重初始值设置为相
等不会造成梯度消失 $梯度爆炸或神经元输出始终不变
等问题 ( ,-+%

/ 实验
该 实 验 计 算 机 环 境 为 &.’%&/ 0 酷 睿 12 032*45 的

678!,- 9: ;;<= 内存 !在 >1’?"@A ,B -= 位操作系统下
使用 9CDEB-B - 9: 的 978!使用 C&’A"FG/"@ 框架实现 %
0"1 评价方式
文中采用两种评价标准 !第一种为单张图像分类准

确度 !第二种为点云投影集合分类准确度 %其中 !第二种
方式在点云识别中更具有说服性 !将投影集合中预测的
最大类 H /$I&/ J作为预测结果 % 本文以第二种评价方式作
为最主要的评价标准 %
0"2 微调结果与分析
从表 ) 中可见 ! 当相机与竖直方向夹角为 =K !时 !

二维投影识别效果最好 !在图 ) 中 !L=K!的图像也具有
明显特征 ’相反 !LB!视角投影图像中包含较少特征 !分

类预测结果也是最差 %
调试 M99)-N?IO 模型共有 P,P 个可训练参数 !包括

P 个自定义层权重和分类层 P,4 个参数 % 多次实验发
现 !调试模型在第 K 个 &Q"RS 时准确率达到峰值 --T !
避免引起过拟合 !特征分析模型 &Q"RSLK%
从表 E 中的平均权重发现 !B 的平均值最小 !!=K 最

大 % !L=K!视角的模型特征较为重要 !按照权重的比例 !
对不同角度图像的数量进行增减 !通过计算得到每一个
视角的投影数 "!公式如下 &

"L"$// !!!!
""!!#

HP U

式中 ! "$// 为总投影数 !!!!! 为 ! 视角特征匹配模块的权

重绝对值均值 !""!!$ 为权重绝对值均值总和 %
由式 HVU得到视角 B! $=K! $3B!的视图分别为 2$,W$

,, 张 ! 共 PB 张二维图像 % 按照此数量优化本文的训练
集 !最终 X"?&/Y&%,B 数据集在 M99,- 网络模型上识别准
确率准约为 3PZ-T !对比未优化的数据集约提高 ,[\T %
表 P 中 !本实验方法与其他网络相比也达到了良好的分
类准确率 %

图 E 卷积网络模型

H $ UM99,-N"
H I UM99,-N]I^ 用于分析的网络模型

_ R U自定义层 H ] U R"’R$%‘’$%‘ 层

注 & H , UM99,-N]I^ 为文中分析权重模型 ! H E Uabc 为 P 个视角的投影各 , 张 ! H P U "Q% 为优化后的混合数据集 PB 张 %

表 , 不同视角数据集准确率比较

网络模型
训练数据集

测试图像数据集视角 d H ! U
分类准确率 dT

M99,-
M99,-
M99,-
M99,-
M99,-

M99,-N]I^
M99,-
M99,-

预训练

0
.e$^‘Y‘%
.e$^‘Y‘%
.e$^‘Y‘%
.e$^‘Y‘%
.e$^‘Y‘%
.e$^‘Y‘%
.e$^‘Y‘%

微调

X"]‘fY‘%,B
X"]‘fY‘%,B
X"]‘fY‘%,B
X"]‘fY‘%,B
X"]‘fY‘%,B
X"]‘fY‘%,B
X"]‘fY‘%,B
X"]‘fY‘%,B

视角 ! d H ! U H投影数 U
=K H ,B U
B H,BU
=K H,BU
3B H,BU
ebcH PB U
ebcH PB U
"Q% HPBU
"Q% HPBU

=K H,BU
B H,BU
=K H,BU
3B H,BU
ebcHPB U
ebcHPB U
ebcHPB U
"Q% H PB U

单张图像

22 [\
2K [-
\3 [\
\W [2
\P [W
-= [=
\W [-
\K [-

投影集合

2\[-
22[=
3,[P
\=[\
3,[\
g

3E[E
3P[-
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! 结论
本文优化 !" 模型投影图的采取方式 !使 #$$%& 网

络模型对指定点云测试集的识别效果得到提升 "构建特
征网络权重 !分析不同视角 !" 投影图的特征在同一个
’(( 网络下的差异性 !并根据权重比例优化数据集的采
集密度 !使得 #$$%& 网络学习到 !" 模型投影图的更多
特征 " 实验结果证明 !通过优化输入数据采集可以使网
络模型学习到更多特征 !达到更好的分类效果 "
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表 - 分析模型中各视角卷积网络的权重变化
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