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Research on intrusion detection algorithm based on deep cascade network

Guo Weixia, Zhang Wei, Yang Guoyu
(China Datang Corporation Science and Technology Research Institute , Beijing 100043 , China)

Abstract: Aiming at the problem that traditional machine learning algorithms are difficult to effectively extract features from massive
multi —source heterogeneous network traffic data, and the classification effect is poor, an intrusion detection algorithm based on deep
cascaded network is proposed, which uses the ability of neural network to automatically learn features. Convolutional neural network
(CNN) is combined with long short—term memory network (LSTM) to extract the spatial and temporal characteristics of traffic data
at the same time. And softmax is used for classification to improve the detection performance and generalization ability of the mod-
el. Finally, the algorithm is verified on the KDDCUP99 data set. The experimental results show that the intrusion detection model
has a higher detection rate than SVM, DBN and other algorithms, with an accuracy rate of 95.39% and a false alarm rate of only
0.96%, which effectively improves intrusion detection classification performance.

Key words; intrusion detection ; feature extraction ; convolutional neural network (CNN) ;long short—term memory (LSTM)
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