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Abstract: The analysis of public policy is vitally significant in administrative study. With the wide application of deep learning and
knowledge graph, any effort to improve technique method in this area is likely to be of great benefit. Therefore, applying nature
language understanding and other technology in industrial policy research is conducive, and will be critical to policy formulation and
management. This article proposes a set of technical analysis method for software industry policy, aiming at constructing the relation-
al relationship network among policies to assist government decision—making.
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»[SEP]
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