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The optimization of the kind and parameters of kernel function in KPLS

for quality prediction

Chen Lu,Zheng Dan,Tong Chudong
(Faculty of Electrical Engineering and Computer Science , Ningbo University , Ningbo 315211 , China)

Abstract: Kernel partial least squares(KPLS) has been widely used in industrial process monitoring and quality prediction. The choice
of kernel function and kernel parameters has an important impact on the KPLS quality prediction results. However, how to choose
the kernel function type and kernel parameters has always been the bottleneck of the application of this method. To solve the above
problems, a kernel function optimization method based on improved genetic algorithm is proposed. In this method, the kernel type
and kernel parameters are used as the optimal decision variables, and the root mean square error is targeted. It is designed in
terms of coding scheme, genetic strategy, fitness function optimization, crossover and mutation algorithms to ensure the variety of
kernel functions, and uses the 2—-fold cross—validation method to verify the training results. The Tennessee —Eastman Process(TE)
is combined with MATLAB for simulation experiments. The simulation results show that the method can find the optimal kernel
function and its kernel parameters, and has good stability and consistency.

Key words: kernel partial least squares ; genetic algorithm ; quality prediction ; k—fold cross—validation
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