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! 引言
随着互联网技术的高速发展 !我国网民人数持续增

长 !根据 "第 !" 次中国互联网络发展状况统计报告 #的
数据!截至 #$#$ 年 %# 月!我国网民人数已达到 &’(& 亿 )%*!
毫无疑问 !互联网已经成为人们日常生活不可或缺的一
部分 $ 然而 !虚拟的网络空间中隐藏着大量有害的博彩
类型网站 !极易给参与者造成经济损失 !设计有效方法
对博彩类网站进行识别具有重要意义 $

" 相关工作
博彩网站识别相当于对网页进行分类 !预测其为博

彩网页或其他类型网页 $ 付顺顺 ) #*采用 +,-./01. )2*算法和
344.-.5,6 )!*集成算法 !利用网站文本数据 !提高了识别速
度并减轻了正常网站和博彩网站数据不均衡问题 $唐! )7*

等人采用 89:);*算法并提取不同的文本特征 !实现对网
页的分类 $
已有的网页识别方法常利用网页的结构化数据 !人

工构造基于规则的特征 !然后结合机器学习等技术进行
预测和识别 $很少直接采用非结构化的网页图像作为模
型的输入和训练数据 !导致算法无法利用网页中十分重
要的图形图像信息 $
近些年来 !随着神经网络算法的进步和硬件算力的

提升!卷积神经网络 <=4>?4@A.B4>,@ C0A5,@ C0.D45E!=CCF)"G(*

在图像分类和识别中取得了显著的研究成果 $直接将网
页图像作为模型的输入 !利用深度神经网络的强大特征
提取能力对网页特征进行提取 !进而预测网页类型很有
研究和工程应用价值 $本文利用现代残差神经网络技术

基于深度残差神经网络的博彩网页识别算法设计
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摘 要 ! 互联网对人民群众的生活和工作产生了重要影响 ! 然而网络空间中隐藏着大量有害的博彩网站或赌博网
站 !很容易给网民造成损失和困扰 !甚至可能扰乱社会秩序 !因而研究对此类网站进行高效识别的方法具有重要意
义 "提出利用深度残差神经网络解决博彩类网页识别问题 !基于深度残差网络的原理设计了算法 I,JK@B>LM0N"经验
证 !算法准确率达到了 &7’%;OP正样本召回率为 &2’#%O !表明基于深度残差神经网络的方法能够用于博彩类网页
识别 !并能达到较高的识别性能 "
关键词 ! 卷积神经网络 #残差网络 #博彩 #网页分类 #M0-C0.
中图分类号 ! /C&% 文献标识码 ! Q #$%!%$’%;%7"RS ’ B--> ’$#7(G"&&(’#%%"7"
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设计了 !"#$%&’()*+ !实现了对博彩类网页图像的自动
特征提取并预测和识别网页类别 "

/ 设计方法
0"1 博彩网页图形特点
博彩类网站与其他类型网站相比通常有比较明显

的区别 !一般会将赌博的游戏载体进行图像化 #卡通画 !
从而可以吸引眼球 !这些载体有卡通鱼 #棋牌 #球类等 !
如图 , 所示 !常用的关键词汇也常采用艺术化的形式展
示 "而 -.. 算法 !具有自动提取图像特征 / 01的能力 !很适
合应用于此类图形特点明显的场景 !本文基于残差神经
网络 / 21原理设计了算法 !实现对该类网页的识别 "

0"0 残差神经网络
基本残差块由残差函数 #跳跃连接和输出激活函数

组成 !通过跳跃连接将输入 ! 与残差函数 " 3! 4输出相
加 !##$#% 表示图像特征图的维度 !求和结果经过激活
函数 & 3! 5作为残差模块的最后输出 " 如图 6 所示 !其中
$ 7! 58’ 3! 59!!输出 (8& 3$ 3! 5 5" 图 : 在恒等映射上增
加了尺度变换 !是为了保持恒等映射尺寸与残差函数输
出尺寸保持一致 "

残差网络有助于解决深度网络的梯度消失和梯度

爆炸问题 !假设 !) 和 !)9; 分别表示第 ) 个残差块的输入
和输出 $* 3! 5为残差函数 !表示残差网络学习到的残差 $
公式中的 +, 和 +) 为残差函数 * 3! 5的可学习参数 $& 表

示 )*<= 激活函数 / ;>1!则残差模块可以表示为 %
-,9;8-,9* 7-,!+,5 7;5
给定第 ) 个残差模块输入 -)!通过递归 !可以求得第

. 个残差模块的输出为 %

-.8-,9
.? ;

)8 ,
!* 7-)!+)5 765

假设残差网络的损失函数为 <@AA 7/ 5!/ 表示网络参
数 !根据神经网络的链式求导法则 !可得 %

!<@AA
!-,

8 !<@AA
!-.

!-.
!-,

8 !<@AA
!-.

/;9 !
!-.

.?;

) 8 ,
!* 7-)!+)5 1 7B5

从式 7:5可知 !即使是很深的网络层 !输出误差也可
以无损地传播到网络最初的输入网络层 7第 , 层 5!从而
避免了普通深层网络长传播路径所带来的梯度消失或

爆炸的问题 "
0"2 模型设计
深度残差网络一般通过多组残差块的堆叠达到较

强的特征提取能力 !并可以获得良好的性能 " 本文设计
了包含 2 个卷积层和 ; 个全连接层的深度残差网络
C"#$%&’()*+!具体的设计参数如表 ; 所示 " 网络结构如
图 D 所示 !主要由卷积层 7-@’E5#池化层 7F@@%&’(4#GH@I@JK
层和全连接层 7 L- 4构成 / ,, ? ,B 1 !-@’E, 的卷积核尺寸为
M!M!卷积核个数有 ND 个!卷积步长 3AKH&O*5为 6" -@’E6"P
采用图 B 所示的残差块结构 !残差函数包含两个卷积
层 !且第一个卷积层进行步长为 6 的卷积运算 !恒等映
射路径上通过步长为 6 的 ;!; 卷积运算将恒等映射输出
的深度和宽度转化为与残差函数的输出特征图尺寸一

致 " 在经过 D 个卷积块处理后连接一个 GH@I@JK 层 !以概
率 >Q6 随机丢弃神经元来提高模型的泛化能力 !然后通
过全局平均池化提取每个通道特征图的特征 !最后使用
全连接 L- 层和 A@RK#"S /;D1函数输出两种类别的预测值 "

2 图像数据扩增
卷积神经网络模型是一种数据驱动的算法 !拥有大

图 ; 博彩网页图像特征示例

图 6 残差块 ;

图 B 残差块 6

表 ; 模型架构
层

-@’E;
T@@%&’(

-@’E6

-@’EB

-@’ED

-@’EP

GH@I@JK
F@@%&’(?"E(

L-

参数

M!M !ND ! AKH&O* 6
B!B #"S I@@%&’( 3最大池化 5 ! AKH&O* 6

B!B !ND
B!B !N" #D !; ! AKH&O* 6

B!B !;6U
B!B !;6" $U !; ! AKH&O* 6

B!B !6PN
B!B !6P% $N !; ! AKH&O* 6

B!B !P;6
B!B !P;" $6 !; ! AKH&O* 6

GH@I@JK V I8> Q6
WE*H"(* I@@%&’( 3平均池化 5

6?O !A@RK#"S
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规模数据对于模型的训练十分重要 !更多的数据能够提
升模型的泛化能力 !但获取大量的真实数据有时候并非
那么容易 !这时就要考虑采用数据增强技术 ! "#$" 数据增
强不用实际收集新数据 !却可以达到增加数据的效果 !
它在原始数据的基础上进行数据变换 !增加了数据多样
性 !有助于降低模型过拟合并提升模型准确率 "
数据增强对于图像数据而言更加有效 !例如两张存

在一定位移的图像 !在人看来可能没什么区别 !但在神
经网络看来却是截然不同的数据 !图像数据增强极大地
增加了神经网络所能看到的图像多样性 "
针对博彩网页图像数据 !本文进行了随机水平翻转#

随机旋转 #随机灰度变化 #随机截取的图像变换技术 !最
后对输入图像数据进行标准化处理 !提升模型训练的速
度和稳定性 !如图 # 所示 "

! 实验介绍
!"# 实验数据
本文实验用的数据集分为训练集和验证集 !为增

加数据量并对图像尺寸进行统一化 !将原始网页图
像裁剪为高和宽都为 % &&& 的正方形 !实际训练过程中
还采用数据扩增技术 !详情见第 ’ 节 !利用图像的随机
变换大大增加了训练样本的数量 !这有利于增加模型
的泛化水平 " 经过图像扩增后的图像尺寸为 (&&!(&& !
训练集样本数量为 %) (*+!验证集样本数量为 , )&+!正
样本与负样本的比例为 -.,/%&! 硬件采用 012 进行训
练 !型号为 34567 1"&&"
!"$ 实验设置
模型优化采用交叉熵 ! "*$作为损失函数 !具体实现使

用了 1839:;< 提供的交叉熵损失函数 =:955>?@:9A8B955"
卷积神经网络训练所采用的超参数如表 C 所示 !训练时
通过随机的图像变换 !图像尺寸转换为 (&&!(&&!优化
器采用随机梯度下降 ! %($!学习率衰减采用 D@4ABE!初始
学习率为 &.&%!每隔 ) 个 >A9;< 将学习率下降 %&F"
!%& 实验结果分析
!%&%# 评估指标
本文采用 * 个指标评估模型在验证集上的表现 !分

别是召回率 GE4;766 H#精确率 I1:4;J5J9?H#准确率 IK==H和
!" 分值 " 31 表示被正确分类的不良图片数量 $LM 表示
被误判为良性图片的不良图片数量 $!" 分值是 E4;766 和
1:4;J5J9? 的调和平均 !反映了 E4;766 和 1:4;J5J9? 的整体
表现 !一般 !" 越大模型表现就越好 $K== 为验证集上整
体准确率 " 如下所示为这几种指标的定义 %

K==N 31O3M
样本总数

I*H

E4;766N 31
31OLM I)H

1:4;J5J9?N 31
31OL1 I(H

!"N PE4;766&1:4;J5J9?
E4;766O1:4;J5J9? I-H

!%&%$ 实验结果
实验表明采用深度残差网络输入网页截图可以有

效识别出网页类别 !且具有较高的准确率 " 表 ’ 列出了
模型在验证集上的不同评测指标 !主要为正样本的精
确率和召回率 #负样本的精确率和召回率 !以及验证集
全样本的准确率 " 从表中可以看出 !模型准确率达到了
+)."(Q!正样本精确率和召回率分别为 +(.&%F和 +,.C%F!
正样本的召回率略低于负样本的召回率 "图 ( 的准确率
IK==H 曲线展示了模型训练过程中准确率的变化情况 !
从图中可以看出训练集的准确率稳步提升 !而验证集的
准确率先是经过了 %&& 多个 >A9;< 的震荡 !然后逐渐稳

图 R 07ST6J?UE4; 网络架构

图 # 图像数据增强流程

表 C 模型训练超参数
参数

>A9;<
图像尺寸

优化器

学习率衰减策略

初始学习率 V衰减率
W9S4?@ I动量 H

X4JU<@YZ4;78I权值衰减 H
[7@;< 5J\4 I每批数量 H

大小

P&&
(&&!(&&!’

D0]
D@4ABE !5@4AN)

& .&" V& .+
& .+

"!"&^*

(*

表 ’ 验证集评测结果
IQH

正样本

负样本

1:4;J5J9?
+(.&"
+*.*_

E4;766
+’ .P"
+(.-_

K==

+) ."(

#’
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定在 !"#左右 ! 图 $ 为损失函数 %&’(()曲线 "也是先经过
*++ 多个 ,-’./ 的震荡并逐渐收敛 !

/ 结论
本文针对博彩类网站的识别问题 "从网络爬取了博

彩类网页数据和其他类型网页数据 "构建了博彩图像数
据集 ! 基于深度残差网络的方法设计了 0123456789."进
行了模型训练和优化 "并在验证集上对博彩网页进行识
别和评测 "获得了良好的识别效果 ! 但由于网页形式和
内容多种多样 "除了图形还有文字 "有的网页图形特征
明显 "而有的网页以文字为主 "未来有必要研究能同时
兼顾图形和文字的识别方法 ! 另外 "进一步收集更多的
数据 "使模型对网页形式和内容有更强的适应性 "还需
要研究提升正样本召回率的方法 !
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