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! 引言
随着人与机器之间的语言交互逐渐频繁 #更需要考

虑噪声 $混响和其他说话人的干扰等引起语音信号质量
下降的因素对语音识别造成的影响 #语音增强技术 1 "2可

以有效地从受干扰的信号中提取纯净的语音 #而麦克风
阵列比起单个麦克风可以获取更多的语音信息和时空

特征 #因而麦克风阵列语音增强技术被广泛应用在智
能家居 $车载系统和音 !视 0频会议等领域 %

麦克风阵列对信号进行空间滤波 #可以增强期望
方向上的信号并抑制方向性噪声 #实现语音增强 % 传统
麦阵语音增强算法 "如形成固定波束的滤波累加波束形
成算法 ! *34567 89:; 8-<= >69=?@7=3:A #*-> 0 1 # 2#通过一定
长度的滤波器系数对多通道信号进行滤波累加 # 实现
了频率无关的空间响应特性 #具有低复杂度 $硬件容易
实现等优点 #但是对于具有方向性的噪声效果不佳 %
将语音增强构造为有监督学习问题发展出了基于

深度学习的语音增强 #使用如深度神经网络 !BCC0$卷积
神经网络 !DCC0和长短时记忆网络 !E-FG0等利用大数据

面向多说话人分离的深度学习麦克风阵列语音增强!
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摘 要 ! 随着近年来人机语音交互场景不断增加 !利用麦克风阵列语音增强提高语音质量成为研究热点之一 " 与环
境噪声不同 !多说话人分离场景下干扰说话人语音与目标说话人同为语音信号 !呈现类似的时 #频特性 !对传统麦
克风阵列语音增强技术提出更高的挑战 " 针对多说话人分离场景 ! 基于深度学习网络构建麦阵空间响应代价函数
并进行优化 ! 通过深度学习模型训练设计麦克风阵列期望空间传输特性 ! 从而通过改善波束指向性能提高分离效
果 " 仿真和实验结果表明 !该方法有效提高了多说话人分离性能 "
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图 ! 深度学习波束形成器的网络框架

量的训练使模型具有语音增强能力 ! "#$%& 等 ’ ()使用 *++
模型将双耳时间差 "双耳水平差和 ,$--$./%0 频率倒谱
系数特征输入模型来训练理想二值掩蔽 #1#$/ 等 ’ 2)将多

通道信号的广义互相关 3,445特征送入波束形成网络 $
得到滤波器权重后作用于信号上获得增强特征 $再经过
特征提取以及声学模型网络 $利用交叉熵函数对各个网
络做联合优化 $提高自动语音识别 36785效果 #8$9$%0::#
等 ’ ; )提出新的深度学习框架对标准的联合优化框架做

出调整 $深度学习框架内的信息可以在语音增强和语音
识别模块之间做双向传输 $以解决模块不匹配和缺乏沟
通问题 !
在多说话人分离场景下 $目标和干扰同为语音 $具

有相同的频谱特性 $此时可以提取出期望的目标语音的
主流方法有波束形成方法 "计算听觉场景分析 <4676="
盲源分离和深度学习的分离 ! 其中采用深度学习的分
离 $如 >?$%& 等 ’ @)使用 8++ 模型训练两个说话人的分
离 $在网络模型的输出端连接了时频掩蔽层用于联合训
练 $同时探讨了区分训练准则 $考虑预测信号与其他源
信号之间的相似性 $获得比 +AB 模型更好的说话人分
离效果 #C/:DE 等 ’ F)使用 8++ 将说话人跟踪集成到置换
不变性训练方法 <GHI5中 $进一步完成说话人的跟踪和分
离 $对说话人和语种具有更好的泛化能力 !
考虑到麦克风阵列信号具有的空间结构 $本文提出

了基于深度学习的波束形成器设计和网络框架 $通过深
度学习实现波束形成 $ 优化期望方向的空间指向特性 $
减少说话人语音特征的影响 $从而对不同方向说话人语
音信号进行分离 !在多说话人场景下分别进行仿真和实
验对所提方法的有效性进行验证 !

/ 面向多说话人分离的深度学习波束形成器设计
0"0 网络框架
基于深度学习波束形成器的网络框架如图 J 所示 $

该框架可以分为训练阶段和语音增强阶段 ! 在波束形成
器的训练阶段 $首先将多通道的两个说话人混合语音通

过预处理模块的时频分解和特征提取获取模型的特征输

入 $将单通道目标语音信号和单通道干扰信号分别做角
度的权重控制后叠加 $通过时频分解和特征提取后获取
模型的训练目标 $通过模型训练的方式学习输入和目标
的映射函数! 基于深度学习的波束形成器训练结束后 $在
语音增强阶段 $对测试语音信号做同样的预处理后输入
到训练好的模型中$获得目标方位上的语音幅度谱估计 $
再经过语音重构模块获得最后的单通道语音增强信号!
模型中的预处理模块包括时频分解和特征提取 $首

先通过时频分解将时域的多通道混合语音利用短时傅里

叶变换 <7IBI5转化为时频域信号 $再转化为傅里叶对数
幅度谱 <BBIK:/&K-$&%#.?L05以突出高频分量 $最后经过
MKNO/P0 标准化保持特征均值为 Q$方差为 !$输入模型 !
语音增强阶段的语音重构模块的目的为将 BBIK:/&K

-$&%#.?L0 特征重构回时域信号 $即预处理的逆过程 $其
中由于人耳一般对语音相位不敏感 ’ R)$故可以选择原始
信号的相位作为增强信号的相位 !
0"1 模型结构
本文在 I0%N/PB:/S 开源平台上搭建基于深度学习波

束形成器的模型结构如图 T 所示$主要包括输入层 "隐藏
层 "A$NE 层和模型输出 ! 多通道信号经过输入层转化为
特征送入模型 $隐藏层由多层 U7IA 构成 $对特征做非线
性建模 $U7IA 层后级联全连接层 $用以估计每个通道的
A$NE 函数 $全连接层包括多层隐藏层和一层输出层 $激
活函数为 80UV 函数 $经过全连接层后得到每个通道
的 A$NE 估计$在 A$NE 层将每个通道的 A$NE 函数与输入
特征相乘后加权平均得到最终模型的预测单通道输出!
0"2 训练目标和损失函数
利用目标信号与干扰信号的方位可以学习期望方

向上的空间传输响应 ! 根据方位的不同 $对语音信号做
权重控制 $构建空间传输特性 ! 假设模型对准方向为
!-/L0:$亦表示目标语音方向 $干扰语音方向为 !#%.0PW0P0%O0$则
干扰信号相对模型对准方向的角度偏差为 %
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图 ! 模型训练框图

!!"#!$!%&’()*()(&+(# ,- .
利用得到的角度偏差 !依照表 -

进行权重控制 "
则期望方向上的语音信号 !/ , " .

为 #
!/, " ."#/,0.!’1)2(’, " .3#/,!! .!%&’()*()(&+(, " .

,! .
再 通 过 相 同 的 预 处 理 后 得 到

4$5+6)( 标准化后的特征作为训练目标 $/"

%/, "! & ."
3!

$!! !/, " .’ , "$( .($7!"&"/" ,8.

)/"-0962-0, #%/, "! & . # !. ,:.

$/" )/$)/

" ,)/3(;5.
,<.

其中 !%/, "! & .表示 !/, " .经过 =>?> 变换后得到的第 " 个时
间帧第 & 个频点的 =>?> 系数!’ , "$( .表示对信号的加窗
处理!)/ 为 ??>$962$@12&%’A/( 特征 !$/ 由 )/ 经过 4$5+6)(
标准化得到 !" 表示特征方差 !(;5 为一个极小常数 ,避
免分母为 0."
模型估计出 B15C 函数后与多通道混合语音特征做

掩蔽再加权平均后得到单通道预测结果 !通过该结果与
训练目标计算损失函数 " 本文针对幅度谱的估计任务 !
采用欧氏距离计算输出与目标之间的损失 ! 并利用
D/1@ 优化器进行模型参数的更新 "
!"# 模型训练设置
!"#"! 数据库描述
模型语料库分为目标语料库和干扰语料库两部分 #

目标语料库采用文献 EFG原始语音数据库数据 !含男女各
<< 人共 --0 人语音信号 !语句数目大约为 :! 000 句 !总
时长约为 8< H!其中 F0 人语句 !IJK H 作为训练集 ! !0
人语句 LJ8 H 作为测试集 " 为了提高模型对不同性别声
音的泛化能力 !保持训练集和测试集中的男女比例为
- #- !以减少因男女声音基频差异对模型学习能力的影
响 " 干扰语料库为 >MBM> 语音信号库 !包含了 L80 人的
英文录音数据 !每人 -0 句共 L 800 句英文语音数据 "

!"#"$ 仿真参数设置
仿真声源个数为 !!分别作为目标声源和干扰声源 "

仿真麦克风阵列为直径为 L< @@ 的 L 麦圆阵 !麦克风均
匀分布在圆周上 !将空间分为 !: 个方向 !每 -<"一个方
向" 混响条件下!利用 MBDNO 模型 E-0G模拟-- @#-- @#8 @
典型办公室尺寸下不同反射强度 ,0 J! $0J: $0 JL $0JI .的
房间冲激响应 !与目标语音和干扰语音分别卷积后得到
不同混响强度的语音信号 "
以训练对准 0"方向的波束形成器为例 !目标语料库

单通道信号由 0"方向入射 !干扰语料库单通道信号则随
机仿真一个角度入射 !采样率均为 -L CPQ!根据麦克风
阵列的时延关系分别仿真出多通道目标语音和多通道

干扰语音 !与不同房间反射强度的冲激响应做卷积后再
按照 0 /R$8 /R$< /R 的不同信干比叠加 !构成多通道混
合语音信号 "
!"#"% 模型参数设置
滤波累加波束形成器的滤波器阶数设置为 -!I 阶 !

方向传输响应设计与表 - 一致 "
深度学习波束形成器的 =>?> 帧移和帧长分别为

!<L 个采样点和 <-! 个采样点 !模型输入 !<K#L 维的傅
里叶对数幅度谱特征 " 模型具有 8 层 S=>B 层 !每层具
有 !<L 个细胞 %! 层全连接层 !每层 <-! 个神经元 %输出
层的输出维度为 !<K#L " 模型学习率为 0 J00- ! 每经过
-00 个 (;6+H 时学习率衰减为 0JF<"
$ 深度学习波束形成器仿真结果与分析
本节在多说话人训练集的仿真数据下 !从滤波累加

波束形成器 ,?= T(1@*6)@().和混合说话人混响条件深度
学习波束形成器 ,US T(1@*6)@().两种不同算法的波束指
向性图和识别率结果进行对比 !分析算法性能 "
$"! 波束指向性
基于 >MBM> 仿真多通道信号得到 ?= T(1@*6)@() 和

US T(1@*6)@() 两种算法的各频点波束指向性图如图 8
所示 " 可以看出 !?= T(1@*6)@() 在非期望方向上依然保
持较大的能量!不同频段的抑制一致性不好 !在 ! 000 PQ
和 8 000 PQ 高频段呈现明显的旁瓣 %而 US T(1@*6)@()
在期望方向上能量最大!在非期望方向上有明显的抑制 !
并且展现出更好的不同频段的抑制一致性 !也更接近于
期望空间传输响应 "
$"$ 识别率
将模型输出的分离语音送入语音识别软件 E -- G进行

文本识别 !对比算法处理后的识别文本与标准文本可以
得到文本识别率结果 !作为评估语音质量的标准 !同时
可以测试语音增强模型与后端识别系统的适配性 "识别
率,V(+62&%’%6& V1’(!VV.与字错误率 ,W6)/ O))6) V1’(!WOV.
的关系为 #

VV"-$WOV ,L.
在不同信干比条件下 &房间反射强度 0JI’!两种算

法的识别率结果如表 ! 所示 "

表 - 期望的
空间传输响应

!! X , " .
0
80
L0
其他

#/,!! .
-

0 JK0K
0J<

0J00-
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图 ! 不同算法波束图 "实验 #

" $ #%& ’($)*+,)(,

-’ ./0 ’($)*+,)(,

在不同房间反射强度下 -信干比为 1 23!"两种算法
的识别率结果如表 4 所示 #

从表 5 可以看出在同一混响条件下 "原始信号识别
率很低 "低信干比下几乎无法识别 "%& ’($)*+,)(, 对比
原始有较大的提升 "而本文的 /0 ’($)*+,)(, 模型的识别
率结果最好 "且信干比越低提升越显著 # 这是由于随着
信干比的降低 "%& ’($)*+,)(, 对非期望方向的干扰抑制
能力较弱 "与具有更好的波束形成能力的 /0 ’($)*+,)(,
拉开了差距 "/0 ’($)*+,)(, 模型学习到了多说话人的语
音空间信息 "能有效处理多说话人场景 # 从表 4 可以看

出同一信干比条件下 "随着房间反射强度的增强 "混响
程度加大"语音识别率降低"/0 ’($)*+,)(, 识别率结果最
高 "不同反射强度和不同信干比条件下均优于 %& ’($)!
*+,)(, 算法 #

/ 实验与结果分析
在某大厅采集实测语音数据作为测试集"以评估模型

对实际信号的语音增强能力"大厅尺寸为41 )"51 )"6 )"
早期混响时间约为 41 )7# 实际实验使用 8(&9($:(, %$,
*;(<2 =;> ?,,$@ 圆形 6 麦麦克风阵列采集信号 "直径为
6A ))"麦克风型号为 &B=C4!/B1DE=#
0"1 波束指向性
为测试模型的实际波束形成能力 "将目标声源放置

在距离麦阵 A ) 处 "使用 =$,7F$<< G;<’H,I 移动音箱播放
一段测试集信号"旋转麦克风阵列使得每 41#采集一次信
号"全空间采集到的 D5 个角度的信号分别经过 %& ’($)E
*+,)(, 和 /0 ’($)*+,)(, 进行处理 # 以对准 1$方向为例 "
每种算法得到 D5 个角度增强信号后计算总能量和分频
点能量如图 ! 所示 # 可以看出在实际测试条件下 "两种
算法都在期望方向上保持了最大 "但 /0 ’($)*+,)(, 的波
束最窄 "体现出了更好的旁瓣抑制效果 "相比 %& ’($)!
*+,)(, 的频率无关性更好 #

0"2 识别率
将目标声源和干扰声源分别放置在麦阵 A ) 处的

1 $和 DJ1 $方位 "分别播放目标语料库的测试集和干

- $ #%& ’($)*+,)(,

-’#/0 ’($)*+,)(,

图 4 不同算法波束指向性图 -仿真 #

表 5 不同信干比下不同算法的识别率结果 -仿真 #
-K.

&L8M23
A
4
1

原始混合语音

!5 NAO
5P NA5
JN!A

%& ’($)*+,)(,
6ONO4
ADNP1
4DNJ1

/0 ’($)*+,)(,
PDN14
AJNP6
4ANOO

表 4 不同反射强度下不同算法的识别率结果-仿真#

反射强度

1 N5
1 N!
1 N6
1 NJ

原始混合语音

D1 NP6
O NAO
O N1O
J N!A

%& ’($)*+,)(,
4P N!O
4A N15
4D NO!
4D NJ1

/0 ’($)*+,)(,
!5N6!
!5NA5
!1NJD
4ANOO

-K#
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表 ! 不同信干比下不同算法的识别率结果 "实验 #
"$%

&’()*+
,-./
.-01
/-21

原始混合语音

/0 -!0
31 -/4
4-4.

5& 6789:;<97<
1=-/3
04-4,
..-33

>? 6789:;<97<
1= -,3
12 -1/
., -.=

扰语料库的 @’A’@ 信号 !采用 A8<BC8DD EFD6G<H 移动音箱
播放语音 " 采集不同信干比条件下的信号 !最后实际
得到 ,-./ *+#.-01 *+ 和 /-21 *+ = 种信干比信号 " 将采
集到的信号分别经过 5& 6789:;<97< 和 >? 6789:;<97< 处
理后得到不同信干比下不同算法的识别率结果 !如表 !
所示 " 在 = 种信干比下 !>? 波束形成算法相对原始语音
识别率分别提升 !1-=.$#.=-!=$ #!,-.,$!相对 5& 波束

形成语音识别率分别提升 2-0$#2-1!$#=-!/$" 可以看
出 !>? 6789:;<97< 结果 略高 于 5& 6789:;<97< !体 现 了
>? 6789:;<97< 算法在实际测试环境下的语音增强性能 "
但是 !与仿真数据结果比较 !实际数据结果的提升

并不明显 !原因可能在于模型训练采用的是仿真数据 !
且本文训练量较小 !对处理实际采集数据时 ?&@A 模型
的泛化能力造成一定影响 "
!"! 时域波形图与时频图结果
以实际采集到的信干比 /-21 *+ 的混合语音为例 !

分别通过 5& 6789:;<97< 和 >? 6789:;<97< 处理后得到的
语音信号时域频域如图 . 所示 "由于干扰声源的能量较
大! 时域和频域上都基本无法识别目标语音!5& 6789:;<97<
处理后的信号仍存在干扰语音 !而 >? 6789:;<97< 对于

图 . 不同算法时域波形图与时频图 I实验 %

J 8 %纯净语音时域信号 "6 %混合语音时域信号

" K %5& 6789:;<97< 增强语音时域信号 "* %>? 6789:;<97< 增强语音时域信号

" 7 %纯净语音时频图 " : %混合语音时频图

" L %5& 6789:;<97< 增强语音时频图 "C %>? 6789:;<97< 增强语音时频图

!#
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!上接第 "# 页 $

%&’()*+ &, -./ 0&1*+ 2-*-34-35*+ 2&53/-1 !6789!:;<"$"9=8>
9"7?

@69A BC0DEF 2 ! GCHDI0 J K ? C ,3(4- 5&’(4/ 3) 4-&5.*4-35
L(&5/44/4@KA?2/5&)M NM3-3&) C5*M/O35 P(/44!67;9"69>"Q?

@6RA SIPPN02KEGJ T!UEFIV0CT 2?K*-(3W O’+-3L+35*-3&) X3*
*(3-.O/-35 L(&Y(/443&)4@%A?%&’()*+ &, 21OZ&+35 S&OL’-*-3&)!

677Q!7!"$"=96>=8Q?
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非期望方向上的干扰语音抑制更加明显 !也因此识别率
结果更好 &

/ 结论
本文针对多说话人分离场景 !以期望方向语音信号

的 [[G> +&Y>O*Y)3-’M/ 作为目标 !用来训练出模型在期
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分离效果的有效性 &
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量较大的麦阵数据库 !本文模型训练数据较少 !影响了
所提方法性能改善的充分发挥及评估 &下一步将以不同
方式进一步扩充训练数据 !提高模型泛化性 &
参考文献

@6 A 朱民雄 !闻新 ?计算机语音技术 @KA ?北京 "北京航空航天
大学出版社 !=QQ=?

@= A BJCDED [ ! %\DDENF % P !VEDDIE0N C ?K35(&L.&)/ *((*1
,&( 4&’)M L35]’L 3) -/+/5&),/(/)5/ 414-/O4@%A?%&’()*+ &, -./
C’M3& N)Y3)//(3)Y 2&53/-1!677:!:=!7$"R76>;QQ?

@" A %ECFV H!UCFV T D!DE\ 0 2!/- *+?^3)*’(*+ 5+*443,35*-3&)
,&( (/X/(Z/(*)- 4L//5. 4/Y(/Y*-3&) ’43)Y M//L )/’(*+ )/- >
_&(]4@%A ?ENNN‘CSK G(*)4*5-3&)4 &) C’M3& 2L//5. a D*)>
Y’*Y/ P(&5/443)Y!=Q6: !==!6=$"=66=>=6=6?

@: A bECI b!UCGCFC^N 2!N0TIVCF J!/- *+ ?T//L Z/*O>
,&(O3)Y )/-_&(]4 ,&( O’+-3>5.*))/+ 4L//5. (/5&Y)3-3&) @S A ‘ ‘
ENNN E)-/()*-3&)*+ S&),/(/)5/ &) C5&’4-354 c 2L//5. *)M
23Y)*+ P(&5/443)Y!=Q6R"9;:9>9;:7?

@9 A 0CdCFNDDE K!^0CBND P!IKIDIVI K!/- *+?C )/-_&(]
&, M//L )/’(*+ )/-_&(]4 ,&( T34-*)- 2L//5. 0/5&Y)3-3&)@SA‘‘

=Q6; ENNN E)-/()*-3&)*+ S&),/(/)5/ &) C5&’4-354!2L//5. *)M
23Y)*+ P(&5/443)Y!ESC22P$!=Q6;?

@R A J\CFV P 2 !BEK K !JC2NVCUC>%IJF2IF K ! /- *+ ?
T//L +/*()3)Y ,&( O&)*’(*+ 4L//5. 4/L*(*-3&) @S A ‘ ‘ ESC22P
ENNN E)-/()*-3&)*+ S&),/(/)5/ &) C5&’4-354!=Q6:?

@; A BID^B K!H’ T&)Y!G*) e./)Y.’*!/- *+?K’+-3-*+]/( 4L//5.
4/L*(*-3&) _3-. ’--/(*)5/>+/X/+ L/(O’-*-3&) 3)X*(3*)- -(*3)3)Y
&, M//L (/5’((/)- )/’(*+ )/-_&(]4@%A?ENNN‘CSK G(*)4*5-3&)4
&) C’M3& !2L//5. !*)M D*)Y’*Y/ P(&5/443)Y!=Q6; !=9!6Q$ "
67Q6>676"?

@8 A UCFV T D!SJNF %?2’L/(X34/M 4L//5. 4/L*(*-3&) Z*4/M &)
M//L +/*()3)Y "C) &X/(X3/_ @ % A ? ENNN ‘CSK G(*)4*5-3&)4 &)
C’M3& ! 2L//5. ! *)M D*)Y’*Y/ P(&5/443)Y ! =Q68 ! =R ! 6Q $ "
6;Q=>6;=R?

@7 A 章宇栋 ?面向语音交互的麦克风阵列声源定位及波束形
成研究 @TA ?厦门 "厦门大学 !=Q67?

@6QA CDDNF % ^ !^N0BDNH T C?EO*Y/ O/-.&M ,&( /,,353/)-+1
43O’+*-3)Y 4O*++ > (&&O *5&’4-354 @ % A ? G./ %&’()*+ &, -./
C5&’4-35*+ 2&53/-1 &, CO/(35*!6778!R9!:$"7:">79Q?

@66A JIFV f!DE D!DE K!/- *+?K&M3,3/M>L(3&( PDTC *)M 45&(/
5*+3Z(*-3&) ,&( M’(*-3&) O34O*-5. 5&OL/)4*-3&) 3) 4L/*]/(
(/5&Y)3-3&) 414-/O@SA‘ ‘ E)-/(4L//5.!=Q69?

!收稿日期 "=Q=6>66>=7$
作者简介 "
张家扬 !6778> $!男 !硕士研究生 !主要研究方向 "麦克

风阵列 %语音增强 &
童峰 !67;">$!通信作者 !男 !博士 !教

授 !主要研究方向 "水声通信与网络 %声
探 测 与 感 知 %智 能 语 音 处 理 ! N > O*3+ "
,-&)YgWO’?/M’?5)&
陈东升 !67;9>$!男 !硕士 !助理教授 !

主要研究方向 "水声通信 %声信号处理 &

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

01

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com



版权声明 

  经作者授权，本论文版权和信息网络传播权归属于《电子技术应用》

杂志，凡未经本刊书面同意任何机构、组织和个人不得擅自复印、汇编、

翻译和进行信息网络传播。未经本刊书面同意，禁止一切互联网论文资源

平台非法上传、收录本论文。 

  截至目前，本论文已经授权被中国期刊全文数据库（CNKI）、万方数

据知识服务平台、中文科技期刊数据库（维普网）、DOAJ、美国《乌利希

期刊指南》、JST 日本科技技术振兴机构数据库等数据库全文收录。 

  对于违反上述禁止行为并违法使用本论文的机构、组织和个人，本刊

将采取一切必要法律行动来维护正当权益。 

特此声明！ 

《电子技术应用》编辑部 

中国电子信息产业集团有限公司第六研究所

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com




