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/ 引言
随着社会的发展和生活质量的提高 #人们不再是关

注温饱问题 #更多地开始关注健康问题 $ 被污染了的空
气会给人类健康带来危害 #特别是在人口稠密的地区 567$
空气质量是一个十分复杂的现象 #会受到许多因素的
影响 5 17$ 空气质量能够通过计算空气中的污染物来反映
空气污染的严重程度 #通常用空气质量指数 *89: ;<=>9?@
ABCDE#8;A)来进行定量描述 $ 有效的空气质量预测能够
为人们提供及时的空气质量警报 #能够使政府部门及时
干预高污染事件 #能够提醒人们是否适宜进行户外活
动 $ 严重的空气污染不仅会影响人们的生活 #更会影响
人们的生命健康 5 F7$ 准确地进行空气质量预测对国家 %

政府 %民众来说都是一件重要的事 $
空气质量数据具有明显的季节性 #如果忽视这一因

素 #会导致对空气质量数据的预处理不够充分并且预测
精度不够高 #所以本文提出季节调整的空气质量数据预
处理方法 $ 本文首次将二元混沌乌鸦搜索算法 !.9B=:@
GH=I?9J G:IK LD=:JH 8>MI:9?HN #.GGL8 4应用于空气质量
数据的预测 #能够更好地优化非线性 %非平稳的空气质
量数据 #并针对 .GGL8 存在的不足 #提出 F 种改进方法
用以提高它的收敛速度 $本文还将自注意力机制与深层
长短期记忆神经网络 *,IBM LHI:? 0D:N ODNI:@#,L0O4相
结合来预测经过处理的空气质量数据 #能有效挖掘空气
质量数据中隐藏的时间序列信息 #提高了方法的预测精
度 $现有的研究大多都是对空气质量进行未来几个小时
的短期预测 #而本文对空气质量进行了未来 1( 小时的
预测 #并且具有较高的精度 $

基于改进 !""#$和深层 %#&’的空气质量预测方法!
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摘 要 " 现有的空气质量预测方法很少考虑季节性因素 !且预测的效果不佳 !因此提出一种基于改进二元混沌乌鸦
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响 #然后提出改进 .GGL8!对空气质量数据进行优化处理 #最后 !将自注意力机制加入到深层 ,L0O 中 !对空气质量
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! 相关工作
传统的空气质量预测有数值方法和统计方法 ! "#! 但

是数值的方法计算量异常巨大 "过高的计算代价成为数
据模型最大的劣势 #而统计的方法只使用历史污染物浓
度和气象数据来建立统计关系 "并未考虑物理过程 ! $ #!
相对于传统的学习算法 "深度学习方法能从海量数据中
进行学习 "挖掘数据隐藏的信息 "解决数据中存在的高
维 $冗杂等传统学习算法难以处理的问题 ! 因而现在的
研究者开始利用深度学习的方法来预测空气质量 !

%&’()(*+ !,#等人使用长短期记忆神经网络 -./01 23/45
6&47 8&7/49 ".268 :与循环神经网络 - ;&<=44&05 >&=4(’
>&5?/4@";>>:构建了模型 "并且结合了无线传感器网络
共同对空气质量数据进行传输 $预测 ! 2=0!A#等人提出了

一种基于多数据源动态空间面板的时空深度多任务学

习空气质量预测模型 !该模型将每个污染物浓度视为一
个单一的预测目标 "并通过多任务学习方法对所有这些
单一目标进行联合和同时建模 "这与现有的每次考虑一
种污染物或为每种污染物建立独立模型的研究截然不

同 ! B=!C#等人提出了一种变分模式分解 -D(4+(5+/0(’ 8/*&
E&</7F/G+5+/0"D8E:和 .268 相结合的模型来预测 HIJ!
" 提出的方法
"#! 季节调整
经过对空气质量数据进行分析发现"空气质量数据具

有明显的季节性特征"例如 K8LM$ 存在冬季高"夏季低的特
性! 所以本文提出季节调整的空气质量数据预处理方法"
对收集的原始空气质量数据进行了季节调整以消除季节

对预测的影响!这里的季节调整是一个从时间序列中估计
和剔除季节影响的过程"进行季节调整能够更加准确地反
映数据本身的基本趋势!为了直观地表现出空气质量数据
的季节性"本文定义了季节指数"计算公式如下%

2&N 9&(4OH
!

!PQQR -P:

其中 "2& 是季节指数 "9&(4OH 是历年同季平均数 #! 是趋
势值 "这里的趋势值指的是水平趋势 !
本文在进行预测前将原始空气质量数据除以相应的

季节指数 "以便更好地进行预测 ! 最后再将空气质量预
测结果重新乘以季节指数"就得到了真正的 HIJ 预测值!
"#" 改进二元混沌乌鸦搜索算法

%SS2H 可以解决非线性的现实优化问题 "防止结果
陷入局部最优 ! 而空气质量数据具有非线性的特点 "所
以可以用来对空气质量数据进行优化处理 "以便后期的
预测更加精准 ! %SS2H 是在乌鸦搜索算法 -S4/? 2&(4<3
H’1/4+537"S2H:的基础上发展而来的 "它克服了 S2H 初
始位置不均匀 $求解精度低等缺陷 ! S2H 是一种群体智
能优化算法 "它的工作原理是乌鸦将多余的食物储存在
隐蔽处 "并在需要时取回 ! T#!

%SS2H 虽然在 S2H 的基础上进行了改进 "但是它依

旧存在着一些不足 ! 例如 "感知概率 -H?(4&0&GG K4/U("
U+’+59"HK:和飞行长度 -V’+135 .&0153"V.:都是固定值 "这
会抑制算法的性能 ! 因此 "本文对原始的 %SS2H 提出以
下改进 "使算法在全局搜索和局部搜索之间保持良好的
平衡 "并提高收敛速度 !

-P :动态调整 HK!因为 HK 影响乌鸦种群的多样性和
个体集群化 "HK 的值越小 "算法就越偏向于局部搜索 !
所以本文决定对其进行动态调整 "计算公式如下 %

HKNPW +5&4
+5&48(X

-L:

其中 " +5&4 是当时的迭代次数 " +5&48(X 是最大迭代次数 !
-L :将 V. 分段 ! 因为本文动态调整了 HK"使得其值

越来越小 "这虽然能够提高算法的收敛速度 "但容易陷
入局部最优 !而 V. 影响算法的局部与全局的搜索能力 "
V. 的值越大算法就越偏向于全局搜索 ! 因为 V. 最初被
认为取值为 L 时算法性能较好 "所以当乌鸦的记忆与乌
鸦位置离的很近时 "设置 V. 为 L"否则就将 V. 的值扩
大 ! 这样使得 HK 与 V. 互相配合 "共同促进算法性能的
改善 !

-Y :引入惯性权重因子 !惯性权重因子随着时间变化
线性减小 "通过改变其值的大小来调整算法的搜索能
力 ! PQ#! 引入惯性权重因子也是为了平衡乌鸦种群的集群
化和多样化 "从而达到提高收敛速度的目的 "也有利于
算法寻找最优解 !
惯性权重因子公式设置如下 %

"N"O7(XW -"O7(XW"O7+0:+5&4
+5&48(X

-Y:

其中 ""O7(X 是惯性权重因子的最大值 ""O7+0 是惯性权
重因子的最小值 ! 惯性权重因子的值在 !Q"P#之间 !
具体运用改进 %SS2H 算法进行空气质量数据预处

理的步骤如下 %
-P :初始化参数 "设置乌鸦种群数 $最大迭代次数等 !
-L :使用 2+0&8(F 混沌映射函数创建乌鸦位置 "创建

一个随机的乌鸦位置序列作为乌鸦记忆 "将乌鸦位置由
实数型向量转为离散的二进制向量 "因为空气质量数据
有 A 个属性 "所以使用 A 个 Q#P 之间的随机数初始化第
一个乌鸦位置 !

-Y :评估乌鸦位置的适应度 "乌鸦位置的适应度使用
的是随机森林模型 "按空气质量等级分类做空气质量数
据的多类别分类"其中空气质量数据作为训练数据 #"空
气质量等级作为标签 $"然后拟合 % 和 &"将拟合的数
据与 % 和 & 做三折叠交叉验证"取验证结果的平均值 ’!

-Z :开始迭代 "按上文所述设置 HK 和 V."引入惯性
权重因子 ""更新乌鸦位置公式为 %

! ! (" +5&4[P#N
"&!)* ! ( #[+,&V.-!O- ! , #W!O* ! ( # : +.!HK
4(0*/7 F/G+5+/0 其
"

他

-Z:
其中 "!O* ! ( #是进行跟踪的乌鸦 ( 的位置 "+, 和 +. 为 Q#P

"$
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之间的随机数 !!!" " # #为被跟踪的乌鸦 $ 食物的藏匿
地点 "

$% &检查新位置的可行性 !新位置处于 ’!( 之间 !则
可行 !乌鸦则移动到新的位置 "否则 !乌鸦停留在当前位
置 !不移动到新的位置 "

$) &使用步骤 $*&评估乌鸦的新位置 !如果乌鸦的新
位置比记忆更好 !则乌鸦通过新位置更新其记忆 !新记
忆即为得到的 % 值 "

$+ &重复步骤 $,&! $)&!直到达到最大迭代次数为止 "
$- &输出每只乌鸦最优适应度值对应的记忆"最终得到

的所有乌鸦的记忆即为经过分析#选择的空气质量数据"
/"0 加入自注意力机制的深层 12*3 模型

./01 是对具有梯度消失问题的一般 233 的一种改
进 " ./01 内部有 * 个门单元 !分别是遗忘门 #输入门以
及输出门 !它们的功能分别是 $遗忘门决定进入的部分
信息是否应该被遗忘 %输入门更新旧的单元状态 !执行
实现之前遗忘门决定遗忘或添加的部分信息 %输出门决
定要输出单元状态中的哪些部分 "如果将 * 个门单元全
部设置为 (!那么 ./01 就变成了一个标准的 233 模型 "
./01 模型结构如图 ( 所示 "

图 ( 中 !&’ 为 ’ 时刻的输入 !(’ 为 ’ 时刻当前单元的
输出 !)’ 为 ’ 时刻的单元状态 ! *’ 为 ’ 时刻的输入门限 !+’

为 ’ 时刻的输出门限 !)! ’ 为前一时刻的单元状态%模型结
构中的 ! 为 /456748 激活函数 "
深层的神经网络具有强大的非线性拟合和特征提

取能力 !由于本文使用的空气质量数据具有非线性 #非
平稳的特性 !选用深层的神经网络模型效果要优于单层
的神经网络模型 "
在本文的方法中 !选择了 * 个层次的深层 ./01" 把

第一层的每个时间步的输出作为第二层的时间步的输

入 !把第二层的输出作为第三层的输入 "
近年来 !许多研究都开始加入注意力机制 " 自注意

力机制是注意力机制的特殊形式 !被广泛运用于机器翻
译等领域 " 注意力机制就是人们有选择地将注意力集中
在视觉空间的某个部分 9 ((#!以提高工作效率 " 然而 !在除
少数情况外的所有情况下 !这种注意力机制都与循环网
络结合使用 9 (:#" 而自注意力机制是注意力机制的改进 !
其减少了对外部信息的依赖 !更擅长捕捉数据或特征的
内部相关性 "

本文在深层 ./01 之后加入了自注意力机制 !使得最
终的预测更趋向于关注数据的关键信息 !从而提高预测
的精度 " 自注意力机制通过为相关的数据赋予一定的权
值 !然后把相应数据的加权求和作为目标数据的估计 "
由于本文使用了深层的 ./01 模型 !容易出现过拟

合的问题 !因此加入了在一定程度上具有正则化效果的
;<7=7>? 方法来缓解过拟合的发生 " ;<7=7>? 方法的本质
是使某些神经元以一定的概率失活 "

0 实验设计和数据选择
0+4 实验数据
本文选取了 :’:’ 年 ( 月 ( 日!:’:’ 年 (: 月 *( 日北

京市的空气质量数据作为实验数据 " 本文采用中国空气
质量在线监 测 分 析 平 台 $ @??= $ A A BC4D4E5F4< G H4EFF== G I76A &
中北京市的每小时空气质量数据 !其中包括 JKL 和细颗
粒物$M4EC NF<?4I>OF?C 1F??C<!N1:G%&#可吸入颗粒物 $LE@FOFBOC
NF<?4I>OF?C 1F??C<!N1(’&#二氧化硫 $/>OP>< ;47Q48C!/R:&#二
氧化氮 $34?<75CE ;47Q48C!3R:&#臭氧 $RS7EC!R*&以及一氧
化碳 $TF<B7E 17E7Q48C!TR&这 ) 种大气污染物的数据 "选
取其中 +%U的数据作为训练集 !:%U的数据作为测试
集 " 本文使用前 :, 小时的北京空气质量数据来预测后
:, 小时的 JKL"
本文对空气质量数据进行计算 !得出 JKL 的季节平

均分别为 $春 %+G%:#夏 ):G*)#秋 %%G:V#冬 )+G(-" 再将
其与全年平均值相除 !得到相应的季节指数 " 表 ( 显示
了各空气质量数据的季节平均值 " 表 : 显示了北京市空
气质量数据的季节指数 " 其中大于 (’’U的部分代表超
出平均值 !小于的部分代表低于平均值 " 从表 : 中可以
明显看出 N1:G%#N1(’#/R:#TR#3R: 这 % 种污染物存在夏
季低冬季高的特征 !而 R* 表现出的特征正好相反 !这是
由 R* 本身的特性造成的 "

0"5 实验结果和分析
0"5"6 改进的 7882(912*3 方法预测结果
进行季节调整后的空气质量数据经由改进的WTT/J

预处理之后!输入到深层的 ./01 模型中进行学习#预测"
图 : 为本文所提方法预测的 JKL 值与真实的 JKL

值的比较 " 可以看出 !预测曲线可以很好地拟合真实曲

图 ( ./01 结构图

注 $ $ ( &N1:G %#N1(’#/R:#3R:#R* 浓 度 单 位 为 !5 A6*!TR
浓度单位为 65A6*"

表 ( 北京市 :’:’ 年各空气质量数据的季节平均值
数据类型 $ ( &

N1:G %

N1(’

/R:

TR
3R:

R*!-@
JKL

春

*’G:+
%:G):
% G%*
’ G%+
:-GV+
+’G%(
%+G%:

夏

*: G%:
,’ GVV
* G%,
’ G)

:* G)(
(’’G--
): G*)

秋

*: G+(
,) G+)
*G)V
’G%)
*% G((
*- G(-
%% G:V

冬

,% G:V
%+ G+*
)GVV
’GV-
,(G:
*% G((
)+ G(-

0:
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线 !表明模型预测效果较好 "
!"#"$ 方法评价
因为对于空气质量数据预测方法没有唯一的一个评

价标准 !本文为了更加全面 #准确地对方法进行评价 !使
用了较常用的 ! 个评价指标!分别是平均绝对误差"#$%&#
均方根误差 "’#(%&和决定系数 "!)&"
其中 !#$% 代表预测值与真实值之间平均误差的大

小 $’#(% 代表预测值与实际值之间的差值 $!) 用来反

映因变量变化可靠程度的一个统计指标 " 总之 !#$% 和
’#(% 两个指标是越小表示方法性能越好 !而 !) 的值越

接近 *!表示方法精度越高 "

#$%""!"! &+ *
#

$

%+*
! ""&’"! && ) ",&

’#(%""!"! & + *
$

$

&+*
! ""&’"! && )" "-&

!)""!"! &+*. ((/01

((232
+*.

$

& +*
! ""&’"! && )

$

& +*
! ""&’"# && )

"4&

其中 ! $ 为数据点个数 ! " 为真实值 ! "#为真实值的平均

值 !"!为预测值 "
为了验证所提出的方法在预测方面的优越性 !本文

将所提方法与 5673 等人 8 *!9提出的长短期记忆神经网络

加全连接层 ":(;#.<=&方法 #门控循环单元加全连接层
">’?.<=&方法 #@==($.:(;# 方法 #AB 等 8 C9提出的变分

模式分解 #样本熵和 :(;#"D#E.(%.:(;#&方法 #FGB 等
人 8 *H9提出的基于互补集成经验模态分解的灰狼算法优

化的支持向量回归 "=%%#E.(D’.>AI&方法 #J7K 等人 8*,9

提出的基于主成分分析 "L=$&的 =%%#E.L=$.:(;# 方
法以及支持向量机 "(D#&方法这 4 个基准方法对进行季
节调整后的空气质量数据的预测结果进行比较 " 其中 !
本文方法设置训练次数为 ) MMM!批处理数量为 ),- !步
长为 )H!实验结果如表 ! 所示 "

!%$"! 改进 &’’() 的运行时间
本文对 @==($ 所做的改进有利于算法寻找最优解 !

达到提高收敛速度的目的" 令最大迭代次数为 ,M!所提方
法与原始的 @==($ 相比 !运行时间结果如表 H 所示 " 此
外 !实验是在 LN263K !OCO) 和 ;0K13/<P3Q )O!OM 环境中进
行的!该环境运行在 R7SI( =727PGK7 *MO*,O- 上!具有 -H 位
)O!M >TU VK20P =3/0 G4 *M-CF>4 =L? 和 *-OMM >@ ’$#"

可以看出 !改进的 @==($ 收敛速度提升了 ,O!-W"
!%! 结果分析
从表 ! 可以看出!与方法 :(;#.<=#>’?.<=#@==($.

:(;# #D#E. (% . :(;# # =%%#E . (D’ .>AI # =%%#E .
L=$.:(;# 和 (D# 相比 !本文提出的方法在 #$%#’#(%
和 !) 这些方法评价指标方面显示了更好的结果 " 通过
与传统的 :(;#.<= 方法相比 !本文提出的方法在训练
集和测试集上都具有更好的预测能力 "
分析表 ! 中的数据可以得出以下结论 %本文所提出

的方法可以有效挖掘空气质量数据中隐藏的信息 !进而
对其进行精准预测 "本文所提方法与基准方法中性能最
好的 D#E.(%.:(;# 方法相比 !本文所提方法的 #$%和

图 ) @==($.:(;# 方法预测的 $XV 值

模型

表 ! 各种预测方法的预测结果

:(;#.<=
>’?.<=

@==($.:(;#
D#E.(%.:(;#

=%%#E.(D’.>AI
=%%#E.L=$.:(;#

(D#
本文

#$%
HOCH- Y
- O4,* M
, O-CY Y
- OCC- H
- OCMM 4
C O!!H C
4 O,H) M
H O)H* 4

’#(%
YOMM- H
*!OM!, H
**O,H, H
*MO))M )
)*OCC- )
*,OY,! ,
*4OY)) C
- O,,Y )

!)

M OY-) )
MOY)) -
MOY!C M
MOYH! !
MO44* H
MO4-C )
MOCH* ,
MOYCM H

#$%
4OM*) ,
C OHHH ,
4 OMM) ,
C OMC) 4
C O44C *
4 O4YM C
C O!4M 4
- O*,, C

’#(%
*HO4C) C
*HOYY* -
*!O4)H !
**O4H, M
)-O4HC Y
*HO4-- -
)MO4*H )
*MOYC, 4

!)

M OYMM 4
MOCY* )
MOY*H ,
MOY)4 !
MO-Y) M
MO4C4 Y
MOC*, !
MOYH* *

训练集 测试集

表 H @==($ 与改进的 @==($ 运行时间比较
模型

改进的 @==($
@==($

运行时间 Z 1
, !,)OH
, -,,O4

表 ) 北京市 )M)M 年各空气质量数据季节指数

数据类型

L#)O ,

L#*M

(I)

=I
FI)

I![C6
$XV

春

C- OM
*M- O!
*** OY
C! OC
YM OM
**, OM
YH OY

夏

Y) OH
C) OC
4* O4
CC O)
4! O!
*-HO-
*M)OY

秋

Y! OM
YH OH
4H O4
C) OH
*MYO*
-) O!
Y* O!

冬

*)C O4
**- O-
*H* O,
*HH O*
*)C OM
,4O!
**M OY

"W&

!*
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!!!!"#$%&’()*+,-.

!"#$ 评估指标都要更好 !在训练集中 !"%$ 下降了约
&’()*+!!"#$ 下降了约 &,(-.+!!. 提高了约 /01&+ "在
测试集 !"%$ 下降了约 .&(-2+ !!"#$ 下降了约 3423+ !
!. 提高了约 5(21+#
另外 !本文所提方法与基准方法中的 677#%89#:"

相比 !性能大幅提高 !不论是在训练集还是在测试集中 !
评估指标都要更加优秀 # 在训练集中 !"%$ 和 !"#$ 分
别降低了 ., 42,+和 2/ 451+ !!. 提高了 2 4,.+ "在测试
集中 !"%$ 和 !"#$ 分别降低了 5.4*1+和 51412+!!. 提

高了 .4-/+# 总体上 !本文所提方法比 677#%;9#:" 方
法性能要好 #
将 本 文 提 出 的 方 法 与 9#:" ;<7$677#% ;9#:"$

=">;#$;9#:" $7$$">;?7%;9#:" 相比 !模型的精度
得到了显著的提高 !这表明自注意力机制有助于预测空
气质量数据 # 综上所述 !本文提出的改进的 677#% 和带
有自注意力机制的 9#:" 的混合深度学习方法可以更
加有效地预测空气质量 #

/ 结论
针对现有研究存在的问题 !本文提出了一种基于改

进 677#% 和带自注意力机制的深层 9#:" 的空气质量
预测方法 #首先提出季节调整的预处理方法对原始空气
质量数据进行季节性分析和消除季节因素的影响 "然后
创新性地将 677#% 方法应用于空气质量预测 !并提出 /
种改进 677#% 的方法 !对空气质量数据进行进一步优
化处理 !提高算法的收敛速度 "最后在深层 9#:" 中加
入自注意力机制 !以提高模型的预测精度 # 实验结果表
明 !与 @ 种基准方法相比 !本文的方法对预测未来 .A 小
时的空气质量具有更高的精度 #
本文提出的方法能为空气质量预测以及相关防治

提供一种有效的方法 !使得公众能够得到较为准确的未
来 .A 小时的 %BC 预测值 # 虽然本文提出的预测方法能
较为有效地预测 %BC!也在一定程度上提高了方法的收
敛速度 !但是依旧存在一些局限 !并且本文只使用了%BC
和空气污染物作为实验数据 !在今后的研究中 !会把影
响空气质量的气温 $风速等气象因子作为辅助数据 !一
起用来预测 %BC# 本文只使用了北京市的空气质量数
据 !为了进一步证明所提方法的有效性 !今后还会使用
别的城市的空气质量数据 !以验证方法的泛用性 #
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