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! 引言
视频行为分类的目的是根据视频内容将视频行为

归类为预设类别 $ 随着数字摄像机 %智能手持终端等各
种视频拍摄设备的普及 "网络上视频产生数量出现飞速
增长 $ 截至 "0$% 年 4 月 "中国网络视频用户规模近 35+%
亿 "中国短视频用户规模为 46"3 亿 7 $8"最新兴起的短视
频业务用户规模以及用户日均短视频移动应用 /9::;<!
=>?<@A"9BB.停留时长均出现爆发式增长 $ 图像本身就包
含大量信息 "而视频是图像在时间维度的扩展 "每秒往
往包含 "C 帧左右的图像 "所占存储空间较之图像可以
说是呈数量级倍数关系 $ 存储 %分析这些视频内容需要
花费巨大的财力和人力 "在计算机自动分析视频数据得
到广泛应用前 "视频内容的行为分类一般依靠人工实

现 "不仅效率低而且误判 %漏判率高 $自动化视频内容分
析技术推广的现实意义广泛而深远 $
计算机视频行为分析技术不仅可以同时自动监控

多路信号 "且不会产生疲劳 "降低误判的可能性 #在视频
内容检索领域的应用更是将极大减轻公共安全从业人

员的视频检索工作量 "提高他们的检索效率 "降低漏检
率 $自动化视频内容分析技术推广的现实意义广泛而深
远 "深度学习在视频分类的应用主要有以下方面 $

/$.智慧校园
校园安全问题目前是国家非常重视的一个问题 "通

过行为识别技术在校园里的应用 "能自动对校园监控到
的视频进行行为分析 "对可能出现危险的包括斗殴 %坠
楼 %禁区侵入等情况及时通知管理人员 "排除险情 #另一

基于深度学习的视频行为分类方法综述!
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摘 要 ! 过去几年 !视频行为分类从手工选择特征方式逐步向采用深度学习端到端网络模型方式转变 " 讨论了传统
手工选择特征的行为分类方法以及基于深度学习的行为分类方法 !着重对包括基于卷积神经网络 #长短期记忆网
络和时空融合网络等不同的深度学习方法进行了论述 !并对常用视频行为分类数据集做了概述 !对视频行为分类
方法的发展进行总结和展望 "
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方面 !可以通过行为识别技术分析课堂教学情况 !对学
生听课状态进行数字量化 !辅助教师管理班级 !提高家
长对孩子的知情度 "

!" #智能安防
安防是行为识别非常好的应用领域 !在目前的安防

监控条件下 !一位监控人员仅能观察几路视频 !且长时
间重复劳动容易产生疲劳 #走神以及主观判断偏差等问
题 !导致危险的发生 " 行为识别技术的引入可以自动分
析所有监控信号 !减少人力消耗 "同时 !机器的工作效率
不会随着运行时长的增加而降低 !提高了高危行为报警
的可靠性 "

!$ #视频内容搜索与检测
目前相似图片搜索和图片内容搜索已经在各大搜

索引擎网站得到普及 !为有图像搜索需求的用户带来极
大的便利 " 但视频内容搜索还没有得到很好的应用 " 一
旦行为识别技术能成熟地应用于视频内容搜索与检测

领域 !一方面 !将为有视频内容搜索需求的用户带来革
命性的使用体验 !可以方便进行诸如人或物品的视频查
找 !视频事件检索与回溯 $另一方面 !在短视频审核领域
的应用可以大大降低抖音 #快手 #微视等短视频 %&& 后
台审核人员的工作量 !带来巨大的经济效益 "
目前视频行为分类技术主要分为两大方向 %采用传

统选择特征的方式和使用深度学习建立端到端预测网

络模型的方式 ’ "(" 传统的视频行为分类方法先手工选择
并提取相关视觉特征 !然后对特征进行编码 !最后采用
统计机器学习中相关分类技术得到预测分类结果 "视频
本身具有大量时间空间信息 !基于传统手工提取特征的
算法往往针对特定类型的视频有较好的分类效果 !但提
取特征过于依赖人工选择 !泛化性能较差 " 深度学习的
方法在 ")*" 年的图像分类等计算机视觉任务中取得了
良好的效果 ’ $(!深度学习的方法越来越受到研究人员的
关注 "

/ 基于传统手工提取特征的分类
前面提到行为分类技术分为两个大类 !传统手工提

取特征的视频行为分类典型流程主要有两个阶段 !即
手工提取特征和特征编码 "需要注意的是这里说的手工
是指研究人员依据视频数据的特点手工设计相关特征

或者滤波器 !以此来描述 #编码这些视频数据 "
0"0 视觉特征提取
0"0"0 方向梯度直方图
方向梯度直方图 +,-./01234 05 62-78/79 :239-78/!,6:;’<(

是图像方向梯度的统计直方图 " 由于 ,6: 能较好描述
图像空间信息 !因此在行人检测 !&797./2-38 =7/7>/-08;领
域有很好的表现 ’ ?(" 对于 ,6: 的计算 !首先是计算梯度
值 +:239-78/;"这个梯度值是灰度图像的梯度 !使用 ! 和 "
两个方向上的滤波核 !!@’A* ) *( 与 !"@’A* ) *;( B 对灰
度化后的图像进行滤波" 对于灰度图像 #!得到灰度图像

在 ! 和 " 方向上的卷积滤波特征图 #!@#&!! 和 #"@#&!""
继而计算到梯度的大小 C$ C和方向 !!根据梯度的大小和
方向进行加权投票 !最后做局部归一化 +D0>3E F7.G08.7
H0243E-I3/-08!DFH#" 这些来自所有块的归一化直方图分
量的向量就是 ,6: 特征 "
0"0"1 光流梯度直方图
光流梯度直方图 +,-./01234 05 JE0K!,6J# ’L(像 ,6:

一样 !也是一种视觉特征的统计直方图 !不过这个特征
不再是梯度 !而是光流 "通俗地说 !光流是视觉感觉到的
色彩动态的运动 !是动态画面中像素点的瞬时速度 ’ M (!
常常用于分析图像的时间特征 !如行为分类 " 获得 ,6J
特征首先要提取出图像的光流 !对视频的每帧画面计算
其光流向量矩阵 $再像 ,6: 一样统计直方图 !通过水平
轴与光流矢量夹角建立相应的直方图的横坐标 !用对应
方向光流的大小加权作为纵坐标 "同样为了使算法能有
更好的健壮性 !需要做局部归一化 "
0"0"2 运动边界直方图
运动边界直方图 +N0/-08 O0P8932Q ,-./01234.!NO,; ’R(

也是为获得图像时序信息所经常使用的一种视觉特征 "
,6: 统计的指标是图像灰度后的梯度 !,6J 是光流 !而
NO, 统计的指标量区别于 ,6: 和 ,6J!是图片水平! 方
向和垂直 " 方向光流场灰度的梯度 " 具体说来 !是先把
水平和垂直方向光流场灰度化 !再对这两个灰度的光流
场像 ,6: 一样计算梯度 "
本节介绍的三种特征中 ,6: 属图像空间 !SG3/-3E ;特

征 !,6J#NO, 能体现视频的动态性 ! 是图像或视频的
时间 !B74G023E ;特征 "
0+1 特征编码方式
提取到视频的相关局部#全局特征后!需要进行编码!

可采用像视觉词包编码 !O31 65 T-.P3E U029.!O6TU; ’V(#
J-.W72 T7>/02 ’ *) (等方案 !最后应用支持向量机 !SPGG02/
T7>/02 N3>W-87!STN;或 .05/43X 得到行为分类的结果 "
0+1+0 视觉词袋模型
词包 !O31A05AU029.!O0U; ’**(最早出现在信息检索和

自然语言处理领域 !核心思想是忽略句子本身的语法和
语序 !而用一系列词语 !U029;的集合来表征一段文字或
一段话 " 首先对句子进行分词建立词典 !对词典中的词
语进行唯一索引 !并统计词频 " 索引的顺序与词汇在原
文中出现的顺序没有关联 " 这样 !使用词典对原文编码
成向量 " 向量的各个维度按索引序对应词典中的词汇 !
大小就是这个词汇在原文中出现的词频 "由此可见 O0U
本质也是一种统计直方图 !只不过统计的不再是每个图
像单元的梯度 #光流或是其他视觉特征 " 在自然语言分
析或文本内容检索的任务场景 !O0U 可以描述不同句子
或文字 !B7X/ ;的相似度 " 由此带来启示 !O0U 被应用到计
算机视觉任务中 ’*"(!文献 ’*$(提出视觉词包 !O31 05 T-.P3E
U029.!O6TU;!用图像块的特征如色彩直方图 #尺度不
变特征变换 !S>3E7AY8Z32-38/ J73/P27 B238.5024!SYJB; ’*<(#局
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图 ! "#$ 网络结构

部二值模式 % &’(等代替词汇 !这样 )*+, 编码就成了由所
有图像块的特征得到的直方图 "
!"#"# $%&’() *(+,-)

-./012 +13452 %&6( 7-+8和 )*+, 都是编码算法 !都可以
表示图像特征!也都可以对这些特征矩阵归一化 " 不同的
是 -+ 不仅存储特征在图像中出现的频率 !还统计全局
特征频率与局部特征的差异 " -+ 采用混合高斯模型
79:;//.:< =.>1? =5?1@!9==8构建词典或 A+=!前者可以
衡量同类型特征之间的相似度 !后者属于判别异构数据
间的不同 " )*+, 得到的是一个极其稀疏的向量 !只关
注了关键词的数量信息 !仅含有 B 阶信息 " 较之 )*+,!
-+ 并不稀疏 !还包含了 & 阶信息 7期望 8 #C 阶信息 7方
差 8!在表征图像时信息更加丰富 "

# 基于卷积神经网络
文献 %D ( 采用深度学习卷积神经网络 7"5<E5@;4.5<:@

F1;2:@ F14G52H/!"FF8在 IB&I JKA+L" 竞赛 7图片分类竞
赛 8中对 JM:N1F14 图片分类任务的预测准确率领先亚军
超过 &BO!引起学界强烈关注 " 紧跟其后 !文献 %&6(率先
将深度学习的方法从图像分类任务领域引入视频行为

分类领域 "
"FF 的运作方式与标准的神经网络相似 ! 不过 !一

个关键的区别是 "FF 层中的每个单元都是一个二维 7或
更高维 8的过滤器 !它与该层输入 7可能是图像 !也可能
是卷积后的特征图 8进行卷积 " "FF 过滤器通过使用类
似 7但更小 8的空间形状作为输入合并空间上下文 !并使
用参数共享来显著减少需要学习参数的数量 ""FF 通过
检测大量抽象的特征来自适应将给定数据 7图像或视频 8
映射到它相应的类别 "
支持向量机 7A;PP524 +13452 =:30.<1!A+=8是一种基

于统计的机器学习模型 !它在所有样本在当前空间都可
实现线性可分的假设前提下 !通过对所有样品进行拟合 !
最终获得一个利用支持向量 7A;PP524 +13452 8描述的并在
样本之间具有最大间隔的一个超平面 7QRP12P@:<18!也即
使用这个超平面实现对不同类别的样本进行区分 "对于
在二维的情形 !A+= 对样本集 S 和样本集 ) 进行分类
的本质是找到一个超平面对这些样本进行划分 "
#"! #./011

"FF 在图像分类任务中有很好应用后 !文献 %&6(研
究了 I$T"FF7C $.M1</.5</T"FF8在视频时间维度上的
扩展方式 !提出多分辨率融合的模型 !与单帧的 C$T"FF
相比性能有了显著提升 " 文献 %&6(提出了几种 C$T"FF

在时间维度的扩展方案 " K:41 -;/.5< 是将两个有一定时
间间隔的 L9)7L1?T9211<T)@;18帧分别输入到两个独立
的单帧网络中 !各自通过对应网络中的卷积 #池化层 !在
第一个全连接层处合并两个网络的特征图 " A.<N@1 -2:M1
网络不能提取视频的时间信息 !但 K:41 -;/.5< 的全连接
层融合了两帧网络的输出以获得全局时间信息 " U:2@R
-;/.5< 是把网络的第一层卷积层在时间范围做了扩展
以对多帧进行卷积 !是在原始图像帧级别上对时间信息
进行融合 "这种对像素底层的直接融合使网络较好地获
取视频局部运动信息" A@5G -;/.5< 可以认为是 K:41 -;/.5<
和 U:2@R -;/.5< 的混合 !首先由多个 "FF 对多段有重叠
的视频帧进行融合 !并且随着网络层数的提高 !逐步融
合更多的时间 #空间信息 !在全连接层前最后一组卷积 #
池化层进行全局融合 "
文献 %&6(将这三种融合方式与单帧模型 7不融合 8对

比!实验发现 A@5G -;/.5< 优于 K:41 -;/.5< 和 U:2@R -;/.5<!
在 V"-&B& 数据集上达到 6BWXO的预测准确率 " 但作者
认为单帧模型已经显示出一定的性能 !在 V"-&B& 数据
集上预测准确率为 ’XWDO"
#"# 02.
从文献 %&6(结果中可以看到 C$T"FF 的几种不同融

合方式相比单帧网络并没有特别大的效果提升 "这可能
是由于 C$T"FF 没有很好提取视频的时间动态信息造
成的 " 文献 %&Y(提出的 D$ 卷积是通过将 D$ 内核卷积应
用到视频中来实现的 !是一种对 C$T"FF 的扩展 !称作
"D$7D $.M1</.5</T"FF8" "D$ 之前 C$T"FF 在行为分类
领域探索的效果并不好 !C$T"FF 不能很好地捕获视频
的时间特征 !两者的区别如下 "
通常的 "FF 是 C$ 的 !它对视频的单帧画面进行处

理 $C$T"FF 应用在连续图像帧 !得到的多帧特征图经融
合后输出!即多帧的信息丢失了很多!被压缩了$D$T"FF!
其卷积核得到的特征图也是 D$ 的 !并没有融合 " 给定
视频数据是 L9) 三通道 !分辨率为 !!"!"D$ 的卷积核
深度为 #!即规格为 $!$!#" 比起 C$T"FF!"D$ 显然更
适合学习带有时序信息的图像数据 7视频 8"

"D$ 的结构并不复杂 !如图 & 所示 !包括 Z 个卷积
层!’ 个池化层 !C 个全连接层 !最后经过 /5[4M:> 输出 "
网络上有学者通过实验得到了 D!D!D 的最佳 D$ 卷积
核规格 "
特别需要说明的是池化层的规格 !除最左侧 C!C!&!

其他是 C!C!C" 说明第一次池化操作是在单帧上进行
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的 !其他是在相邻帧完成的 !单帧池化对开始阶段保留
时序特征有利 !不会一开始就抽象化 " 比起 !"#$%% !
$&" 显然更适合学习带有时序的图像数据 " $&" 在
’$()*+ 数据集上分类准确率达到了 ,-.!/!较 !"#$%%
来说有了很大的提升 "

/ 基于循环神经网络
循环神经网络 0123455267 %24589 %27:;5<!1%%=是一

种反馈神经网络 !之所以称为循环 !是因为具有时间特
征的数据往往存在上下文 0$;672>7 =关联性 " 1%% 的隐藏
层的输出还会反馈 ?(22@AB83<=到该层的输入 !即隐藏层
在 ! 时处理的信息不单是从输入层传递过来的 "!!还
有本层前一次计算的输出 #! A + !中间层节点之间有连
接 !实现了 #记忆 $功能 % 1%% 这种本身能记忆早期输入
数据的有状态特性 !适合处理上下文信息 " 而视频是一
种包含时序上下文信息的图像数据 !有研究人员尝试将
1%% 的各种变种如长短期记忆网络 ? C;6D EF;57 AG25H
I2H;5J!CEGI=&K1’?K872@ 123455267 ’6L7 =引入到视频行
为分类中来 "
0"1 233456*7
文献 M+,N将 $%% 与 CEGI 结合 !提出了 C1$%?C;6DA

725H 123455267 $;6O;947L;689 %27:;5<P=" C1$% 在浅层使用
$%% 获得视频图像帧的空间特征 !再将这些信息以视频
时间作为 CEGI 的输入 !依靠 CEGI 网络学习视频时间
信息 " C1$% 不限于固定长度输入帧 !因此 !可以学习分
类更复杂的动作视频 " 在 C1$% 中 !单个视频帧首先通
过具有共享参数的 $%% !然后连接到单层 CEGI 网络 "
确切地说 !C1$% 模型结合了一个深层视觉特征抽取器
?$%%=和一个 CEGI!后者可以以端到端方式学习时序信
息的变化" 这种方法通常通过在视频帧上应用 !"A$%%!
然后将 $%% 激活输出传递给 CEGI 以便表征视频的时
间变化 "
视频有序帧画面首先进入网络 !首先应用 !"A$%%

获取帧图像的特征图 !之后把这些特征图按时序输入后
面的 CEGI 并得到一组时序向量 " 这种网络有很好的适
应性 !因为可以看到该结构是对 $%% 和 CEGI 的结合 !
输入既可以是单帧画面 !也可是时序视频 !与之对应得
到的输出是图像预测或序列预测 "

C1$% 的灵活性使得只需简单调整就可以应用在多
种视觉任务场景中!除行为分类&视频描述 ?QL@2; $8R7L;6=
外 !在视频预测 ?QL@2; S52@L37L;6=任务中有着很好的效
果 " C1$% 在三种不同视觉任务中 !网络结构的差异可
参考文献 M+,N"

C1$% 在 ’$(+*+ 数据集上达到了 ,!.TU的分类准
确率 "
0+8 233 嵌入 933
文献 M+TN认为视频小的区域的动态性一般局限于邻

近帧 !所以获取全局动态信息的 C1$% 不太适合提取时

间信息的细节 " 为此引入了 1$% ?123455267 $;6O;947L;6
%27:;5<P =结构 !在 !" A$%% 中嵌入 CEGI 的变种 K1’ "
这样卷积层激活或卷积特征图保留了输入视频更精细

的空间细节 !用于提取局部时空特征 M+T N"
K1’ 也是一种 1%%!是 CEGI 的一种变种 !将输入门

和遗忘门合并成更新门 V最终的结构比 CEGI 简单 " 将
1%% 直接应用于 $%% 特征图 !不可避免生产由于表征
卷积特征图输入到 1%% 隐藏变换的大量参数 " 此外 !
$%% 特征图保留了帧空间拓扑 " 文献 M +T N提出通过在
1%% 单元中引入稀疏性和局部性 !减少内存需求来利用
此拓扑 !扩展了文献 M!*N提出的 K1’A1%% 模型 !并采用
卷积替换全连接的 1%% 线性乘积运算 " K1’ 网络允许
每个循环单元自适应捕获不同时间尺度的依赖关系 "基
于 1$% 的方法在 ’$(+*+ 数据集上达到 ,*WX/的准确
率 !实验表明 !利用多种分辨率的感知来建模时间变化 !
可以提高网络模型的性能 "

: 基于时空融合网络
:+1 *!- 6;<=’.
文献 M!+N提出双流网络 ?G:; AE7528H %27:;5<=模型 !

使用两个独立的时空 $%%!通过后期融合将两个网络输
出合并 " 空间网络从单视频 1KY 帧进行行为分类 !而时
间网络则从密集的光流中进行行为分类 "双流网络模型
背后的思想与以下事实有关 ’大脑视觉皮层包含用于对
象和运动分类两条路径 M !+N"

?+ =空间流卷积网络
双流网络中空间 $%% 结构类似文献中的单帧结构 !

即给定一个行为视频 !每个视频帧将分别通过空间网
络 !并为每个帧分配一个行为标签 "需要注意的是 !对于
同一个行为的视频的所有帧 !给定的行为标签是一样 "

?! =时间流卷积网络
双流网络中时间 $%% 则对几个连续帧之间的光流

位移场进行分析 !以学习时间特征 " 下面说明基于光流
输入可选的三种输入变型 ’光流堆叠 &轨迹堆叠和双向
光流堆叠 "
光流堆叠是通过堆叠 $ 个连续的图像密集光流形

成 $%% 的输入 " 第 ! 帧中点 ?%!& =的光流是 !" 位移 ?水
平和垂直位移分量 = !它将该点移至下一帧 !Z+ 中的对
应点 " 因此 !$ 个连续帧堆叠的密集光学流形成 !$ 个通
道的输入图像 !将其输入到时间 $%% 中 "
轨迹堆叠与光流堆叠算法在 $ 个连续帧中的相同

位置采样位移矢量不同 !轨迹堆叠算法通过沿运动轨迹
采样 $ 个 !" 点来表示 !$ 通道输入图像中的运动 " 光
流堆叠的输入通俗说就是某个固定位置的像素点到该

点下一帧位置的位移矢量 !而轨迹堆叠是某个锚点在
各相邻帧之间的位置矢量 "
光流堆叠和轨迹堆叠算法均在前向光流上运行 " 双

向光流堆叠算法通过计算向前和向后光流位移场来扩

>:
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展这些算法 ! 更准确地说 "通过在帧 ! 和 !! "
"
之间堆叠

前向光流和在帧 !# "
"
和 ! 之间堆叠后向光流 "将运动信

息编码在 "" 通道的输入图像中 !
$% &双流融合
双流网络模型分为两个网络 "一个获取时间特征 "

另一个获取空间特征 !时间网络中删去空间网络中第二
个归一化层以减少内存消耗 "其他部分空间网络和时间
网络的结构相似 !在两个网络的输出端将预测分数融合
来组合空间和时间网络的 ’()*+,- 最终分数 ! 不同的任
务可以用于不同的融合方式 ! 文献 ."/0实验得出在堆叠
的 1" 归一化 ’()*+,- 分数上训练线性 234 分类器的效
果优于作简单的平均融合 ! 基于双流的方法在 567/8/
数据集上达到 99:8;的准确率 !
!"# $%& ’()*+, -./0&1
文献 .""0认为文献 ."/0的 <=( 2*>?,+ 网络模型依然

不能充分利用时间维度的信息 "无法学习到时间特征和
空间特征像素级的关系 ! 换言之 "将空间特征和时间特
征结合起来考虑 "能为动作分类提供更多线索 "也就有
希望提升网络模型的性能 ! 而且 <=( 2*>?,+ 网络模型对
时间维度的利用很有限 "空间网络只用了 / 帧 "时间网
络只用了 /8 帧 ! 文献 .""0同样讨论了用于处理视频中
空间和时间信息的两个网络 ! 不同于文献 ."/0"<=(#
2*>?,+ 7@’A(B 重点在时间信息的处理上 "网络模型结构
参见文献 .""0!
可以看到 "网络中有两个数据流 $ *=(#’*>?,+&"分别

用来提取时间和空间特征 "最后每个支路都会输出一个
’()*+,- 层 "然后把两个 ’()*+,- 层的输出进行融合 ! 在原
文中仅提供了两种融合方法 #空间融合是在隐藏层中间
对两个网络进行融合 $时间融合是用 %C 卷积 $6(BD %C&
和 %C 池化 $E((F %C&提取时间维度的特征 "在时间维度
上进行融合 !
文献 .""0在这个基础上继续讨论了多种其他融合方

法 ! 通过实验 "得出三个结论 # $/&在中间的卷积层进行
融合比在最后的 ’()*+,- 层融合更能够提升性能 ! $"&在
最后一层卷积层融合的效果最好 "且在全连接层再次融
合能进一步提高准确率 ! $%&融合之后进行 %C 池化能进
一 步 提 高 网 络 模 型 性 能 ! 基 于 双 流 融 合 的 方 法 在
567/8/ 数据集上获得了 G":H;的准确率 !
!"2 $’3
文献 . "% 0提 出的 <2I $<?+J(>,F 2?K+?B* I?*=(>L &也

属于时空网络融合的方式 ! <=( 2*>?,+ 的弊端是只能对
连续的几帧提取时间上下文信息 "不能进行长时 $ F(BKM
>,BK?&的分析 ! 文献 ."%0认为 6II 在基于视频的行为分
类任务方面难以展示好的效果 "原因是长时结构在理解
视频行为上起着重要作用 "但主流的神经网络结构通常
只关注空间信息和短期运动 !另外 "在实际中 "训练深度

卷积神经网络需要较大的训练样本以使性能最佳 "但是
这方面的数据资源有限 ! <2I 采用稀疏时间采样策略 "
利用整个视频长时信息支持有效地学习 !
文献 ."%0提出了将视频分成 # 个部分 "然后从每个

部分中随机选出一个短的片段 "对这个片段应用上述的
*=(M’*>?,+ 方法 " 最后对于多个片段上提取到的特征做
一个融合 ! <2I 网络结构能够在一段长的视频序列中通
过稀疏采样的方法提取短片断 $2N(>* ’BAJJ?*’ &"这些样本
在时间维度上服从均匀分布 "从采样得到的片段中挖掘
信息 !
文献 ."%0还分别尝试了 O 种 *=(M’*>?,+ 卷积神经网

络的输入 #PQR 图像 %堆叠 PQR 差异 %堆叠光流场 %堆叠
翘曲 $=,>J?S&光流场 ! <2I 在 567/8/ 数据集上达到了
GO:";的准确率 !

4 数据集
随着计算机视觉算法的兴起 "如何对比不同算法或

模型的性能成为需要考虑的问题 !为了在视频领域进行
研究"一些机构花费了大量的人力和资源来收集 %标记视
频数据集 !标准数据集的建立为对不同网络模型进行比
较提供了平台 ! 表 / 是常用视频行为数据集 ! 早期发布
的数据集样本数量少 "种类也少 "场景单一 "而近年发布
的数据集的视频样本增多 "类别也多 "场景复杂 ! 其中 "
T?AU+,BB%V<W 和 W(FFX=((S 发布时间早 "规模较小 "行为
数在 "8 以下 "但标签明确 ! 567/8/$5BAD?>’A*X () 6?B*>,F
7F(>AS, /8/&%<N@+Y(’!/O 和 W4CRH/$, F,>K? W@+,B 4(*A(B
C,*,Y,’? H/&是中型数据集 "行为数量在 "8 至 /8/ 之间 !
大型数据集行为数通常在 "88 以上 "例如 Z(@<@Y?M94%
2J(>*’M/4%[\*ADA*XI?*%VAB?*A\’ 等 "其中 Z(@<@Y?M94 行为
数量达到 O988 类 "视频样本数量达 988 多万个 "对网络
模型提出了挑战 ! 其中 W4CRH/ 和 567/8/ 数据集由于
视频样本数量适中 "为近年大多数行为分类研究采用以
比较网络模型的性能 !

4"5 67- 系列
5BAD?>’A*X () 6?B*>,F 7F(>AS, &567’自 "88] 年以来发

表 / 常用视频行为数据集
名称

VAB?*A\’ . "O 0

Z(@<@Y?M94 ."H 0

[\*ADA*XI?* . "^ 0

<N@+(’ !/O . "] 0

2J(>*’#/4 ./^ 0

W4CRH/ . "9 0

567H8 ."G 0

567/8/ .%8 0

W(FFX=((S" . %/ 0

T?AU+,BB .%" 0

V<W.%% 0

行为数

O88
O988
"8%
/8/
O9]
H/
H8
/8/
/"
G
^

视频数量

%8^ "OH
9 "^O ^H8
"] G8/
/9 %GO

/ /%% /H9
^ O]O
^ ^]^
/% %"8
% ^^G
9/

" %^/

发布年

"8/]
"8/^
"8/H
"8/O
"8/O
"8/%
"8/"
"8/"
"88G
"88H
"88O
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布的一系列行为分类数据集 ! "#$ %&’()#!&’(*#*+引起广
泛关注 "这些数据集的原始视频大多收集自电视台以及
互联网视频网站 " 其中 &’(*#* 数据集由于视频数和行
为类别数多 !成了近年视频行为分类领域研究普遍使用
的数据集 "

&’(*#* 由从互联网视频网站 ,-./.01 整理出的时
长在几秒到十几秒不等 #每秒 2) 帧 #分辨率为 "2#!23#
的 *" "2# 个视频样本组成 " 这些视频样本被分类并打
上了 *#* 种行为标签 " &’(*#* 所包含的视频样本有很
大的多样性 !行为按属性分类情况如表 2 所示 " &’(*#*
包括不同类型的摄像机运动 $多样的物体外观和人体姿
势 $有差异的物体比例 #视角 $杂乱的背景 #亮度条件等 "
数据集中的 *#* 种行为被分作 2) 个组 !每个组含有 3
到 4 个行为类型 " 同组的行为有一些共性 !如相似的视
角 !相似的背景等 " &’(*#* 中的行为有 %人和物的互动 #
人的肢体行为 #人之间的交互 #音乐演奏 #体育运动 "

/"0 123456
5678)* 数据集由 89-:; &;<=19><?@ ABCCB 实验室

建 立 ! 2D$! 视 频样 本大多 源自 ,-./.01 网站和 电 影 "
5678)* 数据集大体可归成一般脸部动作 #与外界互动
的脸部动作 #一般肢体动作 #与外界互动的肢体动作和
人间互动肢体动作 ) 个类别 ! 共计 )* 种行为标签 !E
4EE 段视频 " 每个行为标签包含多于 *#2 段分辨率为
"2#!23# 的视频 "
除了行为类别的标签之外 !每个视频还带有一些标

签以及描述剪辑属性的元标签 " 因为 5678)* 视频序列
是从商业电影以及 ,-./.01 中提取的 !光线条件 #情况和
周围环境多种多样 $使用了不同的相机类型和录制技术
捕获行为的出现 $有全方位的覆盖 !可区分运动正面 #侧
面 %左右 +和后方视角 " 另外 !包括两个不同的类别 !即

&不运动’和&相机运动 ’!后者是变焦#便携式旅行镜头拍
摄和相机抖动等的结果 " 视频质量分 " 级 !被评为 &好 ’
的视频样本 !质量足以在运动过程中识别出单个手指 "
如果行为过程中身体部位或四肢消失或模糊化 !则被评
为 &中级 ’或 &不良 ’" 数据集划分为训练集和测试集 !训
练集占 4#F用作训练 !另外 "#F的测试集用作测试 "
578 评估标准
准确率 %G91H<><-;+和查全率 % 91HIJJ +不能很好地衡量多

分类任务的性能 !视频行为分类常用的评估标准是平均
准确率均值 %K1I; L=19IM1 N91H<><-;!KLN+" KLN 的计算
公式如式 %*+所示 !KLN 值越大 !分类的准确率越高 "

KLNO
!

"O*
!L=1#"P! %*+

其中 $" 为 " 类的分类准确率 " 为了保证在同一数据集
比较的公平性 !一般制定了训练集和测试集 " 以 &’(*#*
数据集为例 !划分约 4#F作为训练集 !剩余 "#F作为测
试集 " 划分三次 !分别测试取平均值 "

9 结论
本文首先介绍了视频行为分类领域的相关数据集 !

介绍了基于 ’QQ#CQQ# 时空融合网络的深度学习的行
为分类方法 " 表 " 是目前相关深度学习网络模型在
&’(*#* 数据集上的分类准确率 "

这些基于深度学习的视频行为分类网络模型都取

得了一些成果 !在常用数据集上相比传统方法都有了一
定幅度的提升 "但随着更丰富 #更大规模数据集的诞生 !
现有技术面临更多的挑战 " 更大规模的数据集对于网络
模型需要更高的硬件性能 !更长的训练时间 !如何利用
有限的训练时间或计算性能获得更好的分类准确率是

一个研究方向 " 视频行为分类的实际场景中的画面较数
据集可能更为复杂 !如何让分类网络模型在实际应用领
域中落地 !特别是对异常行为 !细微差别动作的准确分
类也还需要大量工作 $时空的人体骨架 #动作信息也可
以用于行为分类 $随着深度摄像机技术的发展 !深度对
行为分类的作用同样需要进一步进行研究 "
参考文献
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肢体

运动

表 2 &’(*#* 数据集行为类型

人数

场景

姿势

行为类别

翻转

走

跑步

骑行

下来

拉

提升

推

潜水

单人

多人

户外

坐着

坐在桌前

站

行为数量

*"
*3
*3
D
S
E
3
E
E
DS
4
E)
""
2
44

行为类别

跳上跳下

向前跳跃

跳过障碍

旋转

爬

水平

垂直向上

垂直向下

弯曲

双人

室内

躺下

倒立

行为数量

*#
*"
"
**
2
"S
22
2E
2E
*S

4D
*#
4

表 " &’(*#* 数据集分类准确率
网络模型

’-;=Q1?>T/1KG-9IJ (.><-; ! *E $

’"7 !*4 $

/:-T>?91IK WXX !2* $

VC’Q!*S $

’-;=-J.?<-;IJ CQQ>
A;<GG1?> (.><-; ! "3 $
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