
!!!!"#$%&’()*+,-.

/ 引言
近年来 !目标检测算法已经广泛应用于各个视频监

控场景 !包括车辆检测 ! "#"行人检测 ! $#"农业检测 ! %#"人类
异常行为检测 ! &#等 !越来越复杂的目标检测网络展示了
最先进的目标检测性能 # 但在实际应用中 !往往需要在
视频监控中一些计算能力及内存有限的设备上进行实

时目标检测 $例如 !嵌入式平台视频监控 !其可用计算资
源一般仅限于低功耗嵌入式图形处理单元 ’()*+,-. /)0!
.122-34 53-6!(/57$ 这极大地限制了此类网络在相关领
域的广泛应用 !使得在资源受限设备上实现实时目标检

测非常具有挑战 $
为了实现资源有限设备上目标检测这一挑战 !人们

对研究和设计低复杂度的高效神经网络体系架构越来

越感兴趣$ 而著名的 89:9!;#’80< 93=> :00? 93.1!89:97
则是围绕效率设计的一阶段目标检测算法 !它可以在高
端图形处理器上实现视频监控目标高效检测 $然而对于
许多资源受限监控设备来说 !这些网络架构参数量大且
计算复杂度较高 !使得在嵌入式等监控设备上运行时推
理速度大幅下降 $ 89:9@% !A#是 89:9 系列应用在各领域
最普遍的算法 !89:9@%B6-3> 则是在该算法的基础上简

基于 !"#"$%&’()*的视频监控目标检测算法
王均成 C!D!%!贺 超 C!D!%!赵志源 C!D!%!邹建纹 C!D!%

’CE重庆邮电大学 通信与信息工程学院 !重庆 &FFFA;%
$E先进网络与智能互联技术重庆市高校重点实验室 !重庆 &FFFA;%%E泛在感知与互联重庆市重点实验室 !重庆 &FFFA;7

摘 要 " 目标检测算法在视频监控领域有着较大的实用价值 " 针对当前在资源受限的视频监控系统中实现实时目
标检测较为困难的情况 !提出了一种基于 89:9@%B6-3> 改进的目标检测算法 " 该算法在 89:9@%B6-3> 架构的基础之
上 !通过添加特征重用来优化骨干网络结构 !并提出全连接注意力混合模块来学习到更丰富的空间信息 !更适合资
源约束条件下的目标检测 " 实验数据表明 !该算法相比于 89:9@%B6-3> 在模型体积降低 %GE$H!参数量降低 %GEIH!
且在 J9K 数据集上提高了 $ELH的 MN/!在提高检测精度的同时显著降低了模型资源占用 "
关键词 " 目标检测 #视频监控 #89:9@%#特征重用 #注意力机制
中图分类号 " O/%G"E& 文献标识码 " N 012""FE"A";LPQE -223EF$;IBLGGIE$C$C$C

中文引用格式 " 王均成 !贺超 !赵志源 !等 E 基于 89:9@%B6-3> 的视频监控目标检测算法 ! R # E电子技术应用 !$F$$ !&I ’L 7 &
%F B %% ! %G E
英文引用格式 " S*34 R<3.,134!T1 K,*0!U,*0 U,-><*3!16 *=E J-V10 2<)@1-==*3.1 0WQ1.6 V161.6-03 M16,0V W*21V 03 89:9@%B6-3>!R#E
N++=-.*6-03 0X Y=1.6)03-. O1.,3-Z<1!DFDD!&I’L7&%F B %% ! %G E

J-V10 2<)@1-==*3.1 0WQ1.6 V161.6-03 M16,0V W*21V 03 89:9@%B6-3>

S*34 R<3.,134C !D !%!T1 K,*0C !D !%!U,*0 U,-><*3C !D!%!U0< R-*3[13C !D !%
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6,1 J9K V*6* 216 ‘ [,-., 2-43-X-.*36=> )1V<.12 6,1 0..<+*6-03 0X M0V1= )120<).12 [,-=1 -M+)0@-34 6,1 V161.6-03 *..<)*.>E
789 !-6:4" 0WQ1.6 V161.6-03%@-V10 2<)@1-==*3.1%89:9@%% X1*6<)1 )1<21 %*66136-03 M1.,*3-2M

;/

《电子技术应用》http://www.chinaaet.com

《电子技术应用》http://www.chinaaet.com



!电子技术应用" !"!!年第 #$卷第 %期#

化的 !虽然精度显著下降但具有了更少计算成本 !这大
大增加了在资源受限监控设备上部署目标检测算法的

可行性 "
本文提出了一种基于 !"#"$%&’()* 的目标检测算法

!"#"$%&+,!将改进的 +-.//0121’34567网络与 !"#"$%8’()*
架构进行结合 !并加入设计的注意力机制模块使神经网
络能学习到更丰富的空间位置信息 " 实验表明 !该方法
能够有效优化模型的资源占用与检测精度 !更适合资源
有限的视频监控设备部署 "

! 网络架构
!"#"$% 架构是目标检测领域中最优的算法之一 "

该架构通过调整骨干网结构 #多尺度预测等改进方法在
保持原系列优势的同时 !提高了识别准确率 "但是 !该架
构检测精度提升的同时也导致了相应计算复杂度的提

高 !而 !"#"$%&’()* 则是其较为轻量级的精简版本 " 显
然 !对于时效性及存储要求高的监控设备 !轻量级架构
才是首要的目标检测算法选择 "
!"! #$%$&’()*+, 网络架构
本文所使用的 !"#"$%&’()* 网络架构如图 9 所示 "

骨干网络作为目标检测任务的特征提取器 !以图像作为
输入 !输出对应输入图像的多个不同尺度特征映射 !随
后通过对不同特征进行处理来获取多个预测结果 !使模
型更好地检测不同大小的目标物体 !以此来取得更高的
识别准确率 "

!"#"$% &’()* 网络架构参考特征金字塔网络的思
想 !将低级特征与高级特征拼接融合 !并从不同尺度提
取特征 " 与 !"#"$% 不同 !该网络架构只保留了两种不
同尺度的网络输出 !目的同样是预测不同尺度的对象 "
预测分支不仅在骨干网络末端输出特征上独立预测 !还
通过将该特征图上采样到与前期特征图相同大小 !然后
与大特征图通道堆叠做进一步预测 "每个预测框的坐标
为 !"# !## !-# !:!若预测框中心点相对于特征网格左上角坐
标相对偏移量 ;$"!$#<!先验框长宽为 %: 及 %-!则预测框
的位置有以下表示 $

&"=! ; !"<>$" ;9<
&#=! ; !#<>$# ;?<

&:=%:1
!: ;%<

&-=%-1
!- ;@<

!"- 全连接注意力混合模块
对于深度卷积神经网络 !高级特征包含低空间分辨

率的分类信息 !低级特征包含高空间分辨率的位置信

息 " 而为了获得更准确的位置信息 !许多工作将低级特
征与高级特征相结合 "然而这些工作一般都是直接将其
相加或者拼接在一起 !而不考虑通道之间的差异 " 受
+A21’ 5B7的启发 !本文认为卷积特征通道之间的相互依赖
性很重要 "因此 !针对图 9 中特征融合预测分支部分 !本
文参考 +A21’ 中利用注意力机制来学习通道间的关联
性 !提出了将低级特征和高级特征结合的全连接注意力
混合模块 ;,.00*8CD))1C’1E F’’1)’(D) G(H GDE.01!,IFGG<!
如图 4 所示 "

通过向预测分支中添加全连接注意力混合模块可

以更自适应地融合多层次特征 !得到具有更高识别能力
的特征 " 具体来说 !,IFGG 先将低级特征和高级特征拼
接在一起后使用 %!% 卷积层来进行通道缩减 %然后利用
两个全连接层学习不同通道间的非静态 #非线性相互内
在联系 !通道间乘法为通道重新加权生成调制权重 %最
后 !向全连接层输出添加低级特征来执行特征融合 "
与文献 5B7中标准的 +A 注意力模块相比 !全连接注

意力混合模块则仅保留两个全连接层来学习不同通道

特征重要程度 !在拥有相似性能的同时进一步降低运算
量 !能更好利用有限模型容量 "另外 !注意力模块输出的
高级特征再次与骨干网络阶段的低级特征混合 !形成类
残差结构 !能更好地保护特征信息完整性 "简而言之 !本
文所提出的全连接注意力混合模块在计算成本和特征

表达之间实现了更有力的平衡 "

图 J !"#"$%8’()* 网络架构

图 ? !"#"$%8+, 网络架构

’!
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/ 骨干网络
从 !"#"$% &’(到 !"#"$)!每一代性能的提升都与骨

干网络的改进密切相关 " 本文所采用的骨干网络基于
*+,--./0/123 网络模型 !是由旷视在 3456 年提出的轻量
级卷积神经网络 " 本文将改进后的 *+,--./0/127 网络作
为骨干网络与 !"#"2)819:; 架构进行结合 !来用于视频
监控系统资源受限设备上的目标检测任务 "
0"1 2$3445676890 网络模型

*+,--./0/123 网络模型根据衡量模型复杂度的指标 !
并联系理论与实际得到了相关适用的改进策略 # <%=使
用 >!5 卷积核均衡输入输出通道大小 $ < 7 =减少组卷积
使用 $ <?=减少网络分支 $ <@ =减少元素级运算 "
根据这些策略 !引入了图 ? 所示单元进行网络的构

建 !其中的 *5 即表示步幅为 5" 即 !在开始时先将特征
映射在通道维度分离为两个分支 !一分支做同等映射 !
另一分支使用 5!5 卷积来使输入输出通道相同 !满足策
略 <5=$而且其中的两个 5!5 卷积不再是组卷积 !满足策
略 <7=$只有两个分支的输出进行拼接及通道混合 !符合
策略 <?=$同时通道混合可以和下一个通道分离合并成
一个元素级运算 !符合策略 <@ ="

*+,--./0/127 的结构主要是由图 ? 中的单元堆叠而成
的 ? 个不同的阶段组成 !实现了高效卷积 " *+,--./0/127
同样可以设定每个模块的通道数 !如 5AB! %>! !进而调
整网络的复杂程度 "
0:0 2$3445676890;2 网络结构
本文所使用的骨干网络 *+,--./0/1278* 是 *+,--./0/127

的改进版 " *+,--./0/127 在网络的前期结构开始时就利
用步幅为 7 的卷积及最大池化层来缩小特征图的大小 !
虽然有效降低了计算成本 !但早阶段的低级特征对视觉
任务非常重要 !过早减小特征图的大小会损害特征表征

力 !不利于目标检测 " 受到密集连接 & C(和并行结构 & >4(的

启发 !重新设计了早期结构 *1/DE.FGH!如图 I 所示 " 在
原有结构的基础上 !添加分支以用于加强后期结构前的
低级特征传播 J 鼓励特征重用 !然后与原结构使用 KLL
操作连接来满足后续阶段的输入要求 "

其中 !相较于文献 &C (网络中的每个层都会与前面所
有层在通道维度上连接 !本文所设计的 *1/DE.FGH 中的
每个层则仅与前面的两层跳连 "这样的设计不仅同样加
强了特征传播 !而且在一定程度上保证了计算量 "然后 !
并行连接原有结构来保证原网络完整性 !并与特征复用
分支进行元素级相加实现特征融合 "本文所改进的骨干
网络与 *+,--./0/127 网络相比 !不仅获得了更丰富的低
级特征信息 !而且维持了网络计算复杂度 "

< 实验
本实验所使用的计算机配置为 #M:1/.8N/F: O’87PQ6

$? 的 RST!UVN>4P4 的 UST!W9:LFXY >4 操作系统 !程序
在S;VFZG+ 框架下运行 "
<:1 数据集
本实验使用来自 SK*RK# 可视化对象分类挑战 744Q

的数据集 !该数据集中有 74 个分类 !图片大小不一 !共
包含 C CP) 张用于训练和验证的图像 !其中训练集图片
B 4>> 张 !测试集图片 @ CB7 张 " 在本实验中 !所有图片
被转换成 @>P!@>P 大小作为网络输入 "
<:0 超参数设置及性能指标
本文中神经网络的主要超参数设置如表 > 所示 "

本文主要使用每秒传输帧数 < [Z\D/Y S/Z */GF:L ![S* = %

图 ) *+,--./0/1T:91 结构

图 @ *1/DE.FGH 结构

<0
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图 ! 每类别目标的测试 "# 值

均 值 平 均 精 度 $ %&’( ")&*’+& #*&,-.-/( !%"# 0 "参 数 量
$1’*’%&2&*.!#’*’%3以及模型大小 4 个评价指标评判所提
出 5676)89:; 算法的检测效果 #
!"! 实验结果
为了将目标检测运用在资源有限的视频监控设备

上 !本文所提出的方法是基于 5676)89 2-(< 模型架构 !
因此本文中的网络模型实验结果主要与 5676)8 92-(<
进行了比较 $ 而为了体现 5676)89:; 的改进提升效果 !
同样加入了与 =>!! %=!不同复杂度的 :?@AAB&C&2DE 的性
能对比 !如表 E 所示 $

本 文 所 提 算 法 与 5676)8 92-(< 相 比 参 数 量 降 低
8F>GH的同时 !%"# 提高了 E>IH !模型体积降低 8F>EH!
而且 ;#: 基本不变 &与对应复杂度的 :?@AAB&C&2DE 直接作
为骨干网相比 !%"# 则有效提升了 !>!H$
本文主要采用改进的复杂度为 =>! 的 :?@AAB&C&2DE

作为特征提取网络 !以下对比实验均基于 :?@AAB&C&2DE9
= > ! !网络 $ 图 ! 中展示了 D6J 数据集中每个类别目
标的具体 "# 测试结果 $ 可以看出 !本文所改进提出的
5676)89:; 算法的检测能力明显高于 5676)892-(< 及
5676)89:?@AAB&C&2DE$ 实验结果在共 EK 个目标类别中
仅有瓶子 %沙发两类的 "# 结果略低于 5676)892-(<!但
全部高于直接将 :?@AAB&C&2DE 作为骨干网络 $
为了验证所提改进之处的有效性 !本文通过删除部

分网络结构来研究网络的性能 $通过表 8 所示的消融实
验结果可以看出 !本文改进后的 :?@AAB&C&2DE9: 网络在
保持低模型复杂度的同时 !%"# 比原始的骨干网络提高
了 8 > IH $ 再结合 ;J"LL 融合多层次特征后 !总体比
:?@AAB&C&2DE 提高了 ! > !H $因此 !本文所改进的骨干网
络及提出的全连接注意力混合模块都能有效提升性能 !
同时保证了轻量级模型规模 $

本文还测试了在 5676)892-(< 架构下不同骨干网络
的性能!测试结果如表 4 所示$ 结果表明!:?@AAB&C&2DE9:
骨干网络不仅更轻量级 !而且同时满足了检测精度及实

表 = 超参数设置
实验参数

&1/,?M个
N’2,? 大小

N’2,? 数量 M个
学习率

优化方法

动量

权重衰减

取值

GKK
8E

!KK EKK
K>KK=
:OP
K >FI

K>KKK 4!Q

表 E 不同网络模型的性能对比
网络模型

)892-(<
)89:?@AAB&C&2DE9=!
)89:?@AAB&C&2DE9= >!!

)89:;9=!
)89:;9= >!! $本文 3

模型 MLR
88 >4
=4 >=
=F >G
=4 >!
EK >8

#’*’%
G >I=L
8 >QEL
!>=EL
8>I8L
!>E4L

%"#
K >48=
K >8G=
K >4K8
K >48!
K >4!G

;#:
88 >F
4K >E
8I >4
88 >F
88 >=

$’ 3前 =K 个类别目标

"#
MH

"#
MH

$ N 3后 =K 个类别目标

表 8 消融实验
网络模型

:?@AAB&C&2DE
:?@AAB&C&2DES;J"LL

:?@AAB&C&2DE9:
5676)89:;

:2&%RB/,T
(/
(/
<&.
<&.

;J"LL
(/
<&.
(/
<&.

#’*’%
!>=EL
!>=QL
!>E=L
!>E4L

%"#
K >4K8
K >4KG
K >44K
K >4!G

表 4 不同骨干网络的性能对比
骨干网络

2-(<
:?@AAB&C&2DE U I V

:?@AAB&C&2DE9:
P’*TC&29=F U == V

DOO9=Q U =E V

P&(.&C&29=E= U F V

模型 MLR
88 >4
=F >G
EK >E
F! >Q
IK >!
8G >E

#’*’%
G>I=L
!>=EL
!>E=L
E8 >G!L
=I >!FL
F>GFL

%"#
K>48=
K>4K8
K>44K
K>!==
K>4IF
K>!=K

;#:
88>F
8I>4
4K>I
4E>F
E!>I
E!>F
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时性要求 !本文算法中改进后的骨干网络相较其他卷积
神经网络在降低计算复杂性以及提高模型表达性之间

实现更有力的平衡 !

! 结论
本文针对资源受限视频监控系统中传统目标检测

算法复杂度高 "资源占用大的问题 #提出了一种基于
!"#"$%&’()* 架构和 +,-../010’23 网络的轻量级算法 ! 通
过对特征传播方式进行研究 #本文对架构中的 +,-../0&
10’24 骨干网络结构进行了重新设计以加强低级特征复
用 $并提出了一种基于注意力机制的多层次特征融合模
块来丰富目标空间位置信息 #最后将该算法在 2"5 数
据集上进行训练 "测试 !实验结果表明 #本文设计的目标
检测算法较 !"#"$%&’()* 的检测精度有一定提升 #且对
于低算力低存储的监控平台 #本文方法具有更强的适用
性 !本文目标检测任务是在资源极其有限的监控设备上
运行 #检测速度也会更有限 #因此下一步还可通过稀疏 "
量化等修剪方法对网络模型进行优化 #提高检测速度 !
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