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Abstract: With the rapid development of Internet of Vehicular, more and more vehicles’ applications are computation—intensive and
delay —sensitive. Resource —constrained vehicles cannot provide the required amount of computation and storage resources for these
applications. Edge computing(EC) is expected to be a promising solution to meet the demand of low latency by providing computation
and storage resources to vehicles at the network edge. This computing paradigm of offloading tasks to the edge servers can not only
overcome the restrictions of limited capacity on vehicles, but also avoid the high latency caused by offloading tasks to the remote
cloud. In this paper, an efficient task offloading algorithm based on deep reinforcement learning is proposed to minimize the average
completion time of applications. Firstly, the multi—task offloading strategy problem is formalized as an optimization problem. Second-
ly, a deep reinforcement learning is leveraged to obtain an optimized offloading strategies with the lowest completion time. Finally,
the experimental results show that the performance of the proposed algorithm is better than other baselines.

Key words : task offloading ; Internet of Vehicles ; edge computing ; deep learning ; reinforcement learning

0 o 9
(Internet of Vehicle,IoV) (Vehicular Ad o
hoc Network , VANET) (Internet of Things , IoT) - 4,
[1] o s ° s
[2] . [3] . ,
[3] [5] R
’ [ 6 | o
* : (61702442) , ;

) 2022 48 8 —29

http://www.chinaaet.com



ANILE 6k

http://www.chinaaet.com

(2)

(3) ;

2
2.1

1 (Base Station , BS) .k
Side Unit,RSU) m
V={vi,02, 04},
S={s1,50,

[13]
’

N

z’

30 —www.ChinaAET.com

ySM} o

’

[12]

)

R={r,rp,

[10]

(Road

‘,rw},

>

Ti.j:<di.jyci.j> s ,dlu,‘
L J » Cij
i J
,iie[l,2,--,K],jell,2,,]].
2.2
v; ]11] )
LT, LT
L
[ A S 57 (1)
i =LT, y
LT’
LY
o al(
GHz), B,
L =T @
ol
L CPU
. AT, T,
i
, GTi T ;
wait 1
LT, =AT, ,-GT,,, (3)
2.3
v; T; ;
, ET,
b’
ET7 ET™
i,] i,
RT, .
ET,  =DT, +ET, +ET, +RT; (4)
DT T,
[
v T )
Sil Tvi,j ° dl J o
pr} = T 5)
Sil
5 Sil
N Pi~
/\i.]o )
sia=—logo(14p;- Ay 1n07?) (6)
,B ,N N ’
g o

http://www.chinaaet.com



http://www.chinaaet.com

ALE&E

exec

i,j
o LA (7)
o B
,af (
GHZ) ,Be o
i,j
CPU
ET. =AT, -GT,, (8)
’ATTJ Tvz
RT,, 0,
2.4
A={a; jlieK,je ) (9)
s O s
1 T,
o = (10)
0 T,
T, =(1-0, LT, +0, ;- ET, (11)
1 ' K J ) )
minz?[g 2 (1= LT, +a,, 1~ ET, )] (12)
s.t (9)~ (11)
3
, DON o
:(1) DON ;(2) DON
;(3) &- 3 (4)
DON .,
3.1 DQN
DON ,
Q- Learning Q e,
DON ,DON

: DON,
DON s agent . . °
s agent , agent
) o ’
, agent ( ) ,
o , agent
9 o} 9
agent
o
U M K J
envz{Zsi-c, ri+b, ETJ} (13)
i=1 Jj=1 i=1 j=1
M M
’ $i*C ’ z r/b
i=1 j=1
K ]
DI/
i=1 j=1
o
, T, ( )

M M
s z S$i*Cq > Z
i=1 j=1
, T, T ;, a
r=LT, (7)-ET, (1)
3.2
Learning Q-table o
, DON Q(s,a).
, agent
s S ’
Q(s,a); , &—
Qs ,a) a, ,
s r, s’y , (s,a,
D, D DOQN,
) 1 DOQN
, DOQN,
1 DQN (DQN) :
0, o
o™, 0™, D, Sr3
(1) N D
(2) o
) 2022 48 8

http://www.chinaaet.com

(14)

rib,

(15)

me ;

— 31



ANILE 6k

http://www.chinaaet.com

(3)6™ o, 6=
(4)for episode=1 to H do;
(5) for t=1 to M do;

(6) a= &=
(7) a
(8) (s,a,r,s") D;
9) 2 D
0,0,
, DON &—
agent l-¢ Q

argmax ()(s.,a.), prob=1-¢&
a;

a=
a., prob =&
3.3 DQN
,DQN o™
, (s,a),
o 0
o Q

DOQN

Li(6)=(y= 0™ (s,, a6, )
r; Siv1

Yi= ritymax Q™ (si1, Ger ;3 0%) i
@

s Ti Y
2 DON
2 DON
™,
o™, 0" ;
(0, 0%
(1) D,
(2) (18) Q v
(3) (17) Li(6:);
(4)  Li(6)
o ;
(5) ¢ , o
0
6 o o,
4
4.1
10 RSU . 10
, 3
DON .
(1) (LTO).

32 —www.ChinaAET.com

er .
’

(S'r B me) 5

S7413

DON(Q™, 6",

(16)

s
elar
o
o

(17)

(18)

eprc s

o

Qlar

.30

1
p/mW 1.8~2.21"1
A/dB 129.6~158.41
a*/mW 1.5x10781%!
Y 0.9
/(Gigacycle/s) 0.3
D 500
D: 32
/MHz 10~20
/(Gigacycle/s) 3~6
(2) (RTO)
3) (ETO).
4.2
1 30 o
1 DON 3
o LTO , DON
15.5%; ETO ,TODQN
4.1%, DON
3.5
3.0
> 254
2.0
1.54
1.0
0.5+
0.0
DQN
1
4.3
(1) :
30 70, 2
) 3
,DQN DON
(2)

0.5 Gigacycle

ETO

http://www.chinaaet.com

1.3 Gigacycle . 3

RTO



http://www.chinaaet.com

ALE&E

g
200 WMEJ?* . % |
z : 7N\
N\ oy N
100 % . ¢§ ¢§ i
T
N\
N N N
40 50 70
2
oy e
100 - 1
N
0.4 1.4
3
o o ETO RTO
, DQN °
5
. DON

[1] ZHU L,YU F R,WANG Y ,et al.Big data analytics in intel-
ligent transportation systems :a survey[J|.IEEE Transactions
on Intelligent Transportation Systems,2019,20(1):383-398.

[2] LIU L,CHEN C,PEI Q,et al.Vehicular edge computing and
networking : a survey|J|.Mobile Networks and Applications ,
2021,26:1145-1168.

[3] LIU Y,WANG S G,ZHAO Q,et al.Dependency—aware task
scheduling in vehicular edge computing[J].IEEE Internet of
Things Journal , 2020, 7(6) : 4961-4971.

[4] KHAN A U R,OTHMAN M,MADANI S A et al.A survey
of mobile cloud computing application models[J].IEEE Comm-
unications Surveys & Tutorials ,2014,16(1):393-413.

[5] SHI W S,ZHANG Y Z,WANG Y F, et al.Edge computing:

state—of—the—art and future directions[J].Journal of Computer

Research and Development, 2019, 56(1):69-89.
XU X L,SHEN B W ,DING S, et al.Service offloading with

deep Q-network for digital twinning empowered Internet of

[6

—

Vehicles in edge computing[J].IEEE Transactions on Industrial
Informatics , 2022, 18(2) : 1414-1423.

[7] DAL Y Y, XU D,MAHARJAN S, et al.Joint computation
offloading and user association in multi—task mobile edge
computing[J].IEEE Transactions on Vehicular Technology ,
2018,67(12):12313-12325.

[8] CHEN M,HAO Y,HU L,et al.Edge—CoCaCo : toward joint
optimization of computation, caching, and communication on
edge cloud[J].IEEE Wireless Communications ,2018,25(3):
21-27.

[9] CHEN M,HAO Y X.Task offloading for mobile edge com-—
puting in software defined ultra—dense network[J].IEEE Journal
on Selected Areas in Communications,2018,36(3):587-597.

[10] CHEN X ,JIAO L,LI W Z,et al.Efficient multi—user com—
putation offloading for mobile —edge cloud computing[J].
[EEE/ACM Transactions on Networking,2016,24(5):2795-
2808.

[11] ZHANG K,LENG S,HE Y ,et al.Mobile edge computing and
networking for green and low-latency Internet of Things|J].
[EEE Communications Magazine ,2018 ,56(5):39-45.

[12] ZHANG K,MAO Y M,LENG S P, et al.Mobile-edge
computing for vehicular networks : a promising network
paradigm with predictive off —loading[J].IEEE Vehicular
Technology Magazine ,2017,12(2):36-44.

[13] LI Q,WANG S G,ZHOU A et al.QoS driven task offloading
with statistical guarantee in mobile edge computing[J].IEEE
Transactions on Mobile Computing, 2022 ,21(1).278-290.

[14] MNIH V,KAVUKCUOGLU K,SILVER D, et al.Human-
level control through deep reinforcement learning[J].Nature,
2015,518(7540) : 529-533.

[15] CHEN X,ZHANG H,WU C,et al.Optimized computation
offloading performance in virtual edge computing systems
via deep reinforcement learning[J].IEEE Internet of Things
Journal , 2019, 6(3) : 4005-4018.

[16] SUN Y,ZHOU S, XU J.EMM : energy—aware mobility man—
agement for mobile edge computing in ultra dense net—
works[J].IEEE Journal on Selected Areas in Communica—
tions , 2017 ,35(11) : 2637-2646.

( :2021-09-05)

(1995-), : .

(1989_)’ ) ) Bl

(1987-), . .

) 2022 48 8

http://www.chinaaet.com



http://www.chinaaet.com

hRAX 7= BR

ZAEH A, KRBT FE & W EAEER BT (o THA LAY
&, LAZKRT|H @R BETIM. LARFNDATFIZE L. ILh.
FFRATIE S ML, RERTPFERZ, FE—WEFENLE TR
TG AEE A KFERB L,

AEHA, AL LEZRBE T B2 HEE (CNKL). 773K
FHifRS-F 6. F AP SR E (45 ). DOAT. £E (&5 A4&
T8N IST B AFEFARIR M SR B 52038 A LK.

st F ik BB B AT A SRR R LA . AR FAA, KT
PRI —4) ok Bk AT R IE B ARz

R

CRETFRORNHD) Jn
F E TR R REH R A R NPT

http://www.chinaaet.com





