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Abstract: Entity alignment is an important technical method to realize the fusion of knowledge bases from different sources. Tt is
widely used in the fields of knowledge graph and knowledge completion. The existing entity alignment models based on graph at-
tention mostly use static graph attention network and ignore the semantic information in entity attributes, resulting in the problems
of limited attention, difficult fitting and insufficient expression ability of the model. To solve these problems, this paper studies the
entity alignment method based on the structure modeling of dynamic graph attention. Firstly, the single hop node representation of
the target entity is modeled by GCN. Secondly, the multi hop node attention coefficient is obtained and entity modeled by using
the dynamic graph attention network, and then the single hop and multi hop node information output by GCN and dynamic graph
attention layer is aggregated by layer—wise gating network. Finally, the entity attribute semantic extracted by external knowledge pre
training natural language model is embedded and concatenated to calculate similarity. This method has been improved in three types
of cross language datasets of DBP15K, which proves the effectiveness of applying dynamic graph attention network and integrating
entity attribute semantics in improving entity representation ability.
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