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! 引言
实体对齐任务指利用模型或算法判断多个不同表示

的实体是否指代现实世界中的同一对象 # 随着知识图谱
因其结构性表示知识等优势而在各大自然语言处理与计

算机视觉领域任务中广泛应用 # 实体对齐作为知识图谱
补全任务的重要组成部分受到越来越多研究者的关注 $
现有实体对齐方法主要分为基于转移距离模型与

基于图卷积网络模型 #即利用转移距离模型或图卷积网
络将多源实体表示为低维向量并计算相似性以找到对

齐实体对 $目前主流的基于图卷积网络的实体对齐模型

基于动态图注意力聚合多跳邻域的实体对齐!
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摘 要 ! 实体对齐是实现对不同来源知识库进行融合的重要技术方法 !在知识图谱 "知识补全领域具有广泛应用 #
现有基于图注意力的实体对齐模型多使用静态图注意力网络且忽略了实体属性中的语义信息 !导致模型存在有限
注意 "难以拟合 "表达能力不足等问题 $ 针对这些问题 !开展基于动态图注意力结构建模实体对齐方法研究 !首先使
用图卷积层建模目标实体的单跳节点表示 !其次应用动态图注意力网络获得多跳节点注意力系数并建模 !再次利
用逐层门控网络聚合图卷积层与动态图注意力层输出的单跳 %多跳节点信息 !最后拼接通过外部知识预训练自然
语言模型提取的实体名称属性嵌入并进行相似度计算 $ 该方法在 012,/3 的三类跨语言数据集中都获得了一定的
提高 !证明了应用动态图注意力网络与融入实体属性语义在提高实体表示能力上的有效性 $
关键词 ! 动态图注意力 &图卷积网络 &实体对齐 &知识图谱 &表示学习
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常使用传统的静态图注意力网络对实体进行特征提取

与语义建模 !但静态图注意力网络注意力函数存在单调
性 !即对于任意查询节点 !!图注意力网络都倾向给予同
一节点 " 更高的注意力权重 !这将会严重影响网络的特
征提取能力 " 而文献 !"#所提出的动态图注意力网络中
每个查询 $%&’()*对键 +,’)-的注意系数都有不同的排序 !
因此具有更强的表示能力 "图 " 展示了静态与动态图注
意力网络注意力倾向示意 "

针对该问题 !本文提出了一种基于基于动态图注意
力聚合多跳邻域的实体对齐方法 !基于 ./01’2 架构 !方
法首先使用图卷积层建模目标实体的单跳节点表示 !其
次应用动态图注意力网络获得多跳节点注意力系数并

建模 !再次利用逐层门控网络聚合图卷积层与动态图注
意力层输出的单跳 #多跳节点信息 !最后拼接通过外部
知识预训练自然语言模型提取的实体名称属性嵌入并

进行相似度计算 "

本文的主要贡献如下 $
+" *基于 ./01’2 模型架构 !应用动态图注意力网络于

实体对齐任务中 !使模型获得了更强表示能力的同时提
高了模型的鲁棒性 %

+3 *模型使用逐层门控网络改进 ./01’2 模型中所使
用的门控机制 !使其更为全面合理地聚合节点的单多跳
特征 %

+4 *利用经外部知识预训练的类 5678 模型翻译提
取实体名称属性语义嵌入!并与结构嵌入进行拼接 !以寻
求目标实体的更优表示 %

$9 -通过实验验证了应用动态图注意力网络 #翻译 #
提取 #拼接实体名称属性语义嵌入的有效性 "

/ 相关工作
早期开源知识图谱主要利用众包手工标注或基于

实体符号特征的相似度计算机制进行实体对齐 !该机制
效率低下 #泛化能力差 " 随着表示学习展现出其对语义
特征的优秀建模能力 !部分研究者尝试应用知识图谱表
示学习技术于实体对齐任务中 !其核心思想是通过算法
在低维向量空间寻求实体与关系的低维向量表示 !并对
该向量进行相似度计算从而获得潜在的对齐实体对 "
基于表示学习的实体对齐技术按照知识图谱表示

学习机制可分为基于转移距离与基于图卷积模型两种 "
基于转移距离模型的核心思想是将实体与关系映射到

同一向量空间后将关系视为低维向量空间中头尾实体

向 量的平 移 !如 8(:;<6 !3##8(:;<= !4##8(:;<7 !9##7>2:26 !?##
=.,6!@#等模型 " 随着图卷积网络的不断发展 !部分研究
者尝试利用图卷积网络在学习图结构节点 #边表示上的
优势 !从而更好地学习知识图谱的实体 #关系嵌入 !进而
提高实体对齐的准确率与效率!如 AB1C./0D;!E##AF11!G##
F&A11!H##1.6.!"I##=F.1!""#等模型 " 实体属性作为实体
的重要组成 !在早期实体对齐任务中大多仅视为属性三
元组以优化通过关系三元组所训练获得的实体特征 "而
利用文本预训练模型可较好地获取文本深层语义信息 !
因此基于对齐实体属性语义相似性以优化知识图谱表

示学习嵌入已成为重要的研究方向 "
为了克服静态图注意力网络的局限性并利用实体属

性语义信息 !本文提出了一种基于动态图注意力聚合多
跳邻域的实体对齐模型 +6;202) ./0D;J’;2 5:<’K >; L);:J0M
A(:NO .22’;20>; .DD(’D:20>; 0; F&/20 CO>N 1’0DOP>(O>>K !
LA.8C6.-" 该模型受 ./01’2 !"3#的模型架构启发 !首先使
用图卷积层建模目标实体的单跳节点表示 !其次应用动
态图注意力网络获得多跳节点注意力系数并建模 !再次
利用逐层门控网络聚合图卷积层与动态图注意力层输

出的单跳 #多跳节点信息 !最后拼接通过外部知识预训
练自然语言模型提取的实体名称属性嵌入并进行相似

度计算 " 经在 L5Q"?, 中的 4 个大规模跨语言数据集上
评估 !该模型与使用静态图注意力模型相比获得了一定

$ : -静态图注意力网络注意力可视化示意图

$ P -动态图注意力网络注意力可视化示意图

图 " 静态 #动态图注意力网络注意力倾向对比
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的提升 !证明了应用动态图注意力及融入实体语义信息
对实体对齐任务的积极效果 "

! 基于动态图注意力聚合多跳邻域的实体对齐模型
本文受 !"#$%& 模型以端到端的方式缓解对应实体

邻域结构的非同构问题的启发 !提出了一种基于动态图
注意力聚合多跳邻域的实体对齐模型 ’(!)*+! !模型
架构主要分为图卷积层 #动态图注意力层与属性嵌入
层 " 图卷积层负责聚合表示实体单跳节点特征 !动态图
注意力层则利用动态图注意力机制获取多跳邻域的注

意力系数并聚合实体的多跳节点特征表示 !属性嵌入层
利用预训练模型获取实体属性嵌入 !最后利用逐层门控
网络对单跳与多跳信息进行聚合并拼接实体属性嵌入

以获得最终的实体表示 !其训练过程如图 , 所示 "
!"# 图卷积层
模型的图卷积层负责对输入的节点特征及其单跳

邻域特征向量进行递归聚合从而学习该节点的单跳特

征表示 "其核心思想是通过对于每个实体迭代增加其邻
居节点的特征信息以提高实体特征的表示能力 "
基于该思想 !在本模型中实体在图卷积第 ! 层的隐

含特征表示可以表示为 - ./0$

"
!

# 1!
$!%& 2 & 3" 4 & 5
# .

’&
(!"

!*.

$$ % 2.6

式中 !%& 指代实体 & 的一跳邻域节点集 !)# 为归一化常
数 !本模型图卷积层中不使用激活函数 "
!"! 动态图注意力层
模型的动态图注意力层负责计算目标实体的两跳

邻域节点的注意力权重 !以突出有用的多跳邻居节点 !
并对其特征进行聚合 !从而更好地表征目标实体特征 "

传统图注意力网络的输入为节点特征矩阵 !14*& .!*& ,!

%!*&+5!*& &!,-!其中 + 为节点的个数 !- 为特征的维度 !
并输出经过特征提取与注意力系数计算的新节点特征

矩阵 !!14*&
!

. !*&
!

, !%!*&
!

+ 5!*&
!

&!.
- !

" 节点 &# $ 间注意力机
制的计算公式如下 $

/&$17%89:;%7<="&
)

-#"& &> >#"& $0 6 =,6

"&$1?@A&B8C=/&$61
%CD=/&$6

0!+&

# %CD=/&06

=/6

式中 !# 为共享权重矩阵 !"&
)

为单层前馈神经网络 ! > >表
示矩阵拼接操作 "
通过对所有邻居节点进行加权求和便可得节点经

过图注意力网络后得到的输出特征 $

*&
!

& 1!
$!+&

#"&$#*& $$ % =E6

式中 !! 为激活函数 "
对于实体对齐任务 !传统图注意力网络的局限性主

要体现在共享权重矩阵与静态性两方面 "
在实体对齐任务中 !知识图谱中的实体节点与其邻

接节点通常具有较大差异 !因此若应用共享的权重矩阵
# 将导致模型难以正确区分实体节点与邻接节点 !从而
降低模型的表示能力 " 为了解决该问题 !模型使用两个

图 , 基于动态图注意力聚合多跳邻域的实体对齐模型架构及训练流程

$%
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!"#$%&,-)*+

!"#$%&./)*+

语种

汉语

英语

日语

英语

法语

英语

实体数

00 102
23 $4%
0% 511
2% 036
00 3%3
$6% 332

关系数

4 376
4 7$5
4 617
4 620
$ 752
4 462

三元组数

$%7 242
475 051
$01 757
477 7$2
$24 $2$
453 %26

数据集

表 $ !"#$%& 数据集具体数据统计

不同的矩阵 !$!!4 分别对实体节点与邻接节点进行线

性变换 "其修改后的注意力系数计算公式如下 #

!"#89:;<=/:9>?@!$$! " A A!4$! #B C ?%D
而传统图注意力网络的静态性则体现为给定一组节

点和一个训练过的图注意力层 "对于任意查询节点 ""注
意函数 ! 都有相同的最大倾向节点 #$ 由邻接节点与实体
关系的有限性以及 EFGHI;J 函数与 9:;<=/:9> 函数的单调

性可知 "针对任意节点 " 都存在节点 # 使得 "!
K

@!$! #B最大
化"以至于静态图注意力网络总是倾向于赋予节点 # 最大
的注意力系数而忽视不同输入节点 " 与节点 # 的不同关
系$因此静态图注意力对于实体对齐任务中不同查询输入
" 与不同节点 # 具有不同相关性的情况"难以较好建模$
为了解决传统图注意力网络由于其静态性所导致

的表示能力不足等问题 "本文尝试将文献 @$ B所提出的动
态图注意力网络模型应用于实体对齐任务中 $ 动态图注
意力网络在注意力机制计算时先对拼接后的多跳节点

特征应用非线性函数 9:;<=/:9> 再输入前馈神经网络"!
K

"
其表达式如下所示 #

%"#8"!
K

9:;<=/:9>?@!$&! " A A!4&! #B D ?0D

动态图注意力网络避免了连续使用可学习矩阵 "!
K

与 !"从而防止前馈神经网络与权重矩阵退化为单个线
性层 "在获得了更强表示能力的同时提高了模型的鲁棒
性 $ 对于节点间关系更为复杂 %不同邻域节点排名需求
不同的实体对齐任务 "动态图注意力网络可以显著优化
节点间权重关系的获取 "从而提高实体对齐效果 &
综上 "模型的动态图注意力层通过对目标节点与邻

接节点使用不同权重矩阵增强了图注意力网络对于节

点的辨别能力 "并应用更适合实体对齐任务的动态图注
意力机制 "增强了传统图注意力机制的特征提取能力 "
因此能够更好地获得目标节点的多跳特征聚合 &
/"0 逐层门控网络
逐层门控网络负责对图卷积层输出的单跳节点特

征与动态图注意力层输出的多跳节点特征进行聚合从

而获得目标实体更为全面的特征表示 & -LM+:H 中的门控
机制函数可以表示为 #

’ ?&
(

" " 4 D8/:9>?NOFPFQHR H;ST?#&
(

" " 4 D D D ?5D
式中 "# 为门控网络权重矩阵 "实际训练时 NOFPFQH 率为

U") 为门控机制函数 "&
(

" " 4表示动态图注意力层的输出 &

为了更为全面合理地聚合节点的单多跳特征 "同时
为了增强门控网络的拟合能力以及提高网络在多跳节

点小范围变化时的敏感性 "模型改进 -LM+:H 模型中所使
用的门控机制 & 逐层门控机制函数如下所示 #

* ?&
(

" " $ "&
(

" " 4 D8H;ST?#$&
(

" " $ V#4&
(

" " 4 V$ D ?3D

式中 "&
(

" " $为图卷积层的输出 "$ 为偏移矩阵 &

逐层门控网络使用两个不同的权重矩阵分别获取

节点的单跳与多跳信息 "全面聚合节点特征 "且增加了
偏移矩阵 $ 以增强门控网络的表征能力 & 增加非线性因
素时使用 H;ST 函数代替 /:9> 函数以提高输出对节点特
征变化的敏感性 "且扩展值域以更灵活地平衡单多跳特
征的不同权重 "其最终节点特征如下所示 #

&
(

" 8H;ST?* ?&
(

" " $ "&
(

" " 4 D&
(

" "$ V?$)* ?&
(

" " $ "&
(

" " 4 D D&
(

" " 4 D ?2D

1"2 属性嵌入层
模型的属性嵌入层负责将实体的属性信息转化为

相应的语义嵌入 "并与经门控网络聚合而得的结构特征
进行拼接"进而进行相似度计算& 本模型基于 TQWWMSWG;X:@$1B

库 中 的 Y:OH ) Y;E: )IQLHMLMSWQ;L ) X;E:N % FPQE )IH ) ZT ) :S %
FPQE)IH)[;):S 模型分别处理来自 !"#$%& 的 7 个跨语
言数据集中的实体名称属性 "并利用模型输出的 PFFL:O\
FQHPQH 获取属性嵌入并进行拼接 &

0 实验
0+3 实验数据集
本文实验使用来自 !"#$%&@$%B的 7 个大规模跨语言数

据集 "此数据集基于中文 %英语 %日语和法语的 !"P:NM;
建立 "表 $ 给出了数据集的统计数据 &

0"1 实验配置
本文基于 K:SEFO.LF] 深度学习框架进行实验研究"深

度学习平台为 K:SEFO.LF]4^U "编译环境为 #=HTFS7 ^5 ^$$ "
操作系统为 >YQSHQ$3^U1& 实验硬件配置 #_#> 为 ‘SH:L"
a:FS"bFLN 0$74 4^0U b(Z"内存为4%0 b""b#> 为 +cMNM;
b:GFOX: 7U2U 41 b"&
0"0 评测指标
本文实验采用在实体对齐任务中常用的 (MHEd+%平

均倒数排序 Re:;S /:XMPOFX;L /;S<"e//D%平均秩 Re:;S
/;S<"e/D来客观评价各模型的实体对齐准确率& (MHEd+%
e// 越大 "e/ 越小表示模型性能越好 & 其计算公式分
别为 #

(MHEd+8 $
A, A

A , A

" 8$
# !8 R O;S<"$+ D R$UD

e//8 $
A, A

A , A

"8$
% $

O;S<"
R$$D

e/8 $
A, A

A , A

"8$
# O;S<" R$4D
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!电子技术应用" !"!!年第 #$卷第 %%期#

式中 !!为总三元组集合 !!"#$" 为第 " 个三元组的实体对
齐预测排名 ! %&# ’表示 (#)*+,-.! 函数 "
!"# 实验结果与分析
!"#"$ %&’()*’ 有效性分析
为了验证在实体对齐模型中融合实体属性语义信

息 #应用动态图注意力网络以及改良逐层门控网络的有
效性 ! 本文对 /012341 与相似架构的 15*67- 模型在相
同实验配置与环境下进行了对比实验 !并与其他实体对
齐模型在 /89:;< 数据集上的对齐结果进行比较 " 实验
结果如表 = 所示 !其中最好结果加黑标注 "
从表 = 可得 !在 /89:;< 的 > 个大规模跨语言数据

集上 /012341 模型与相似架构的 1?*67- 模型相比 !各
指标都获得了一定的提升 !证明了融合实体属性语义信
息 #应用动态图注意力机制与逐层门控机制对提高实体
对齐任务效果的积极作用 "
!"#"+ 消融实验
为了验证不同数据集效果优劣原因及各模型改进

对效果的具体提升 !本文将仅应用动态图注意力的模
型 #仅改用逐层门控网络的模型 #未添加实体语义信息
的模型与原模型作比较 !结果如表 > 所示 !最好结果加
黑表示 !次好结果下划线表示 "
如表 > 所示 !模型添加语义信息 #应用动态图注意

力网络或逐层门控机制后 !各指标相比相似架构模型
1?*67- 均获得了一定的提高 !充分地证明了添加实体属
性语义信息 #动态图注意力机制及逐层门控机制聚合单
多跳节点特征对于实体对齐任务的有效性 "

在添加实体属性语义信息后 !模型在 /89:;<@A346
数据集上收获了较高的指标提升 !实体对齐受属性语义
信息提升程度与特征提取模型的语义理解能力有较高

相关性 ! 因此实验尝试应用 B7!-3B,C73DE5-F5FGHE,53+,C7)
提取中文 #日语实体属性 "
由表 I 可得 !改用 B7!- 3B,C73DE5-F5FGHE,53+,C7) 提取

属性嵌入后 !在 /89:;<JK346#/89:;<L1346 数据集上指标

并没有收获提高 "本文猜测原因可能是相较日语 #中文 !
法语与英语在形式和语法上更为相似 !因此对于指代现
实中相同实物的跨语言实体更易获得相似的语义嵌入 !
从而提高实体对齐效果 "

# 结论
为了解决实体对齐任务中传统图注意力机制存在

的难以拟合 #有限注意及忽略实体属性信息等问题 !本
文尝试应用动态图注意力机制于实体对齐模型中 !并使
用 A/0M6 模型中的逐层门控网络机制聚合目标实体的
单跳与多跳节点特征 !进而拼接经过外部知识预训练的
84A2 类预训练模型所获得的实体属性嵌入 !从而提出
了基于动态图注意力聚合多跳邻域的实体对齐模型

/89:;<@A346

表 = 实体对齐模型性能对比

模型
/89:;<JK346 /89:;<L1346

N2!"GC4
(92!"GC4
L194

0M6315FOG
P41
AP6
0M6
012

A30M6
15F6Q-

%&’()*’

KF-CR:
ST>SU
STISV
STI:=
STI:>
STI=I
ST;SU
STIUW
STI:U
STIV>
ST;IW
,"-./

NA
3
3
3
3
3
3
3
3
3

=U= TWVS
+,/012+

NAA
ST>VI
ST;:V
STIXS
ST;IX
ST;IU
ST;X:
ST;;X
ST;SU
ST;VI
STV=U
,31-4

K*-CR:
S T=WX
S T>VW
S T>V>
S T>XX
S T>U;
S T;SW
S T;SW
S TIIV
S TIW:
S T;IX
,"-14

NA
3
3
3
3
3
3
3
3
3

>V= T::S
+11"/21

NAA
ST>IX
S TIWI
S TIWV
S T;IV
S T;:U
S T;XS
S TV:U
S T;>W
S T;W:
S TV>>
,"1#4

K*-CR:
S T=II
S T>>>
S T>=I
S T>W>
S TISS
S T;:V
S T;SU
S TII=
S TIVX
S T;;V
,"1/2

NA
3
3
3
3
3
3
3
3
3

=WV T==;
44",/4

NAA
ST>>;
S TI;:
S TI>S
S T;>=
S T;>>
S TVS;
S TV=U
S T;IV
S T;WS
S TVII
,".,.

/89:;<@A346

表 > 消融实验模型效果对比表

模型
/89:;<JK346 /89:;<L1346

1?*67-
/012341 $仅修改动态图注意力 %

/012341 $仅修改逐层门控机制 %

/012341 $未添加语义信息 %

%&’()*’

K*-CR:
ST;IW
ST;V=
ST;;U
ST;VV
,"-./

NA
=U=TWVS
=WUT>W=
=IXTI;S
=I:TU>=
+,/"12+

NAA
STV=U
S TVII
S TVIS
S TVIU
,"1-4

K*-CR:
ST;IX
ST;;:
ST;VI
ST;V;
,"-14

NA
>V=T::S
>I:TI=W
>>:T::>
>>>T=:W
+11"/21

NAA
STV>>
STV>I
STVIS
STVIS
,"1#4

K*-CR:
ST;;V
ST;;U
ST;;>
ST;V=
,"1/2

NA
=WV T==;
=VW T=U;
==U T>:I
==> TIIU
44",/4

NAA
STVII
S TVI;
S TVI;
S TV;S
,".,.

/89:;<L1346

表 I 使用不同属性嵌入提取模型实体对齐效果对比

属性嵌入提取模型
/89:;<JK346

B7!-3B,C73
YE?-*?*#HE,?3+,C7)
.ZEC3D-3[\3QG
.ZEC3D-3]!37G

KF-CR:

ST;VX

,"-./
3

NA

==>TVU;

+,/"12+
3

NAA

STV;S

,"1-4
3

KF-CR:

ST;;U

3
,"-14

NA

>:>TVVW

3
+11"/21

NAA

STV>X

3
,"1#4
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7UHJB9H!最后通过实验证明了融入实体属性信息 $应
用动态图注意力对于实体对齐任务的有效性 #在后续的
工作中 !希望能优化传统图卷积网络对实体单跳节点特
征的学习能力 !同时为关系事先对齐建模从而提高模型
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