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/ 引言
当今 !各类工业企业数字化的应用水平不断提高 !

应用深度和范围不断扩大 !工程研制普遍采用数字化设
计和分析手段进行方案设计 "系统仿真验证及优化 !结
构 "强度 "流体等专业越来越多地使用数字仿真分析的
方法解决各类技术问题 #随着工程研制中仿真分析模型
越来越大 "计算精度要求越来越高 "多学科迭代次数越
来越多 !对算力的需求呈现井喷式的增长 !高性能计算
系统作为可以提供超强算力的计算机 !成为工程研制不
可或缺的重要数字化基础条件 !其已成为综合竞争力的
重要标志 !能强力支撑和促进工程研制 !推动创新发展 $
多个计算能力不同的高性能计算集群间未实现互联互

通 !计算作业无法跨集群运行 !管理复杂度高 !资源效能
未得到充分发挥 $基于多个高性能计算集群构建逻辑统
一的高性能计算平台 !可以实现计算资源的共享 !高效
地向用户提供仿真分析服务 $

迟学斌 ! "#等人对高性能计算及其应用进行了综述 !
给出了中科院高性能计算环境建设和高性能计算应用

的发展情况等 !为高性能计算的发展提供了参考 $ 任柯
燕等 ! $ #提出了高性能计算门户的开发和应用研究中存

在的若干问题 !为高性能计算门户中涉及的挑战 %问题
及采用的技术路线提供了基础 !特别是对航天等工业行
业的高性能计算建设提供了指导 $ 吴松等人 ! %#则结合云

计算的发展 !提出了结合云计算架构的高性能计算架构
的概念 $ 在此基础上 !杨学军 ! &#"陈国良 ! ’#等人探讨了高

性能计算在云环境下的新挑战 "新发展 !为后续基于云
的高性能平台建设提供了参考 $

0 设计思路
基于多个高性能计算集群分散部署于不同机房的

现状 !可按不同思路构建高性能计算平台 $例如 &各集群
沿用现有调度软件和存储系统!采用分级调度方式 ’将所
有设备集中安装于一个机房内 !采用一级调度方式 !整

面向设计制造的多集群高性能计算平台构建技术

吴步祺!周智力!白 剑!燕星宇
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摘 要 " 工业制造与工程研制对仿真分析计算需求的不断增加 "仿真分析模型越来越大 "计算精度要求越来越高 "
多学科迭代次数越来越多 !对高性能计算能力要求也呈现几何级数的增长 !这一切都对高性能计算资源提出了更
高的要求 #经过多年的建设 !陆续建成了一批独立的高性能计算系统 .该模式不利于资源的共享和高效利用 $为此提
出了一种基于多集群构建的高性能计算平台的设计方法 $
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体重新构建高性能计算平台 ! 综合考虑现有条件 "计算
和存储性能及可扩展性 #保持各集群部署位置不变 #采
用如下思路进行构建 $

!" #统一门户 $用户通过统一的访问门户使用高性能
计算资源 !

!$ #统一用户 $用户使用统一身份登录访问门户 #提
交高性能计算作业 !

%& #统一调度 $使用统一的调度系统 #统筹调度高性
能计算作业 "分配资源 #最大化利用高性能计算资源 !

%’ #统一存储 $将物理分散的存储统筹整合 #确保存
储资源充分利用 !

%( #统一监控 $对包括高性能计算作业 "资源利用情
况 " 许可证等运行和使用情况进行统一监控和统计分
析 #科学调配计算资源 #提高运维分析工作效率 !

! 技术架构
!"# 设计原则

%" #高扩展性 $支持多个高性能计算集群接入 !
%$ #高安全性 $集群互联后 #保证数据传输和存储的

安全性 !
%& #高易用性 $用户可便捷高效地使用高性能计算

资源 !
!"! 体系架构
由管理中心和计算中心共同构成的资源集中和管

理统一的高性能计算平台 #实现高性能计算资源的整合
与共享 !
管理中心负责提供用户访问入口 #用户管理 "作业

的统一调度和平台的监控#计算中心负责运行计算作业!

高性能计算平台主要包括如下功能模块 $
%" #访问门户 $用户 "管理员可通过门户访问 "使用和

管理高性能计算平台 !
%$ #用户管理$通过和现有证书签发和验证系统集成 #

对用户证书认证 %通过和主数据系统集成 #获取用户和
组织机构信息 !计算资源通过院管理中心的活动目录进
行操作系统用户的认证 !

%& #作业调度$各计算中心独立建设高性能计算集群 #
并对各自的集群进行作业调度 !实现在分布式环境下硬
件资源共享 #当某个计算中心资源不足时 #排队等待的
计算作业可以自动转发 #使用其他计算中心的计算资源
完成计算 #相关的输入输出数据可以自动转发和返回 !

%’ #文件系统 $采用统一的文件系统 #存放各计算中
心运行计算作业产生的中间数据和结果文件等 !

%( #资源监控$各计算中心收集自身运行数据 #管理中
心汇总所有计算中心的数据 #实现全局统计分析和计费!
高性能计算平台架构如图 " 所示 !

!"$ 门户设计
在管理中心部署访问门户 #所有用户通过统一的

访问门户使用高性能计算资源 ! 访问门户采用集群方
式部署 #可实现网络负载流量均衡并满足高可用性的
要求 !
访问门户主要包括作业管理 "数据管理 "图形交互 "

编译调试 "第三方系统集成和页面定制等功能 ! 管理员
可通过门户进行集群 "作业 "用户 "权限和项目等的管
理 %用户可通过门户提交 "监控管理作业和数据 !
平台设计采用 )*+ 架构#通过浏览器使用访问门户!

图 " 多集群资源共享结构图
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/"0 多集群管理与调度
1"0"2 用户和权限管理
用户身份信息由管理中心统一管理 ! 通过和现有认

证系统集成 "对用户证书认证 #通过和主数据系统集成 "
获取用户和组织机构信息 ! 计算资源通过管理中心的
!"#$ 进行操作系统用户的认证! 用户管理示意图如图%
所示 !
采用分级授权的方式 "平台管理员可管理所有权限"

计算中心管理员仅可管理本中心的相关权限 !
1+0+1 作业调度和软件管理
管理中心统一对作业进行调度! 管理员可对运行作业

的 &$’ 时间$内存大小$运行时间等设置使用限制"对作业
的优先级进行调整"并对作业进行挂起$恢复等操作!
作业调度可以配置如下调度策略 %
() *先到先算
计算作业默认按照先到先算进行排序 "即计算作业

的派发顺序是根据其在队列中的顺序决定的 !
计算作业的顺序和优先级有关! 用户或者管理员可以

通过修改计算作业的优先级来改变计算作业的派发顺序!
+% *公平共享
将计算资源按用户和用户组进行分配来提供对资

源的公平访问 !公平共享调度能规定用户或用户组对计
算资源的使用份额 "保证计算资源能被公平合理地使用 !
当某个用户的计算作业量不到他所占的资源份额

时 "其他用户的计算任务可以使用该用户份额内的剩余

资源 "以保证计算资源得到最大的利用 ! 而当该用户提
交更多的计算作业时 "其计算作业将比其他已使用完资
源份额的用户更优先得到计算资源而执行 !
公平共享调度策略可为指定的用户分配较高的使

用份额 "可以为指定队列配置公平共享调度策略 "其他
的队列使用先到先算策略 !

(, *资源限制
资源限制调度策略可以限制资源的使用 ! 如果计算

作业占有超过指定数量的资源"被标记或者降低优先级!
通过设置队列参数对计算作业可使用的资源进行

限制 ! 资源限制控制了计算作业能占有多少资源 !
(- *抢占调度
抢占调度策略可以使高优先级计算作业在资源紧

缺时抢占低优先级计算作业 "从而立刻运行 ! 当两个计
算作业竞争同一个计算资源时 "高优先级的计算作业将
把正在运行的低优先级计算作业挂起 "高优先级计算作
业立即开始运行 !
当前采用先到先算结合资源限制策略对作业进行

调度 !默认先提交的计算作业优先级更高 "优先计算 "当
用户到达资源限制时 "将停止向用户分配资源 !同时 "可
以对优先级进行动态调整 "满足紧急计算作业需求 !
仿真分析软件统一进行安装部署 "如图 , 所示 !
通过与访问门户和作业调度进行集成 "用户提交的

使用不同仿真分析软件的计算作业可运行在多个计算

中心之上 !

图 % 用户管理示意图
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!"#"$ 多计算中心调度和监控
跨集群调度示意图如图 ! 所示 !
"# $计算中心互联
高性能计算平台使用的网络分为管理网 "计算网和

监控网 ! 管理网用于集群的管理 #计算网用于计算服务
器之间的互连 #监控网用于硬件的监控和控制 ! 管理中
心和计算中心通过网络互连 #实现管理网 "计算网和监
控网的互通 ! 管理服务器上运行作业调度服务器端程
序 #计算服务器上运行作业调度客户端程序 #计算作业
由管理中心调度到指定的计算中心运行 !

%& $文件传输
负责计算作业数据的传输#当作业准备运行时#将作业

的输入文件传输至执行计算服务器的数据缓冲区目录!
通过参数配置设定是否要进行文件压缩后再传输 !

文件传输模块自带断点续传功能 #可避免因网络中断而
导致的大文件的重传 !
文件传输采用 ’’( 协议 #提供一种可靠的端到端的

安全服务 #防止客户端服务器之间的通信被攻击窃听 #
并且始终通过服务器进行识别认证 !
使用应用层 )*+ 对数据进行校验 #保证数据的一致

性和完整性 ! 在数据传输时会对数据分块传输 #最终合
并成完整文件 ! 文件传输支持断点续传功能 #可避免因
网络中断而导致的文件重传 !
为保证作业数据安全 #采用计算作业数据权限差异

化管理的方式 #用户仅可使用和管理其作业数据 #无法
查看其他用户的作业数据 !
集群监控模块定期执行对所有集群的查询来获取

所有集群的信息 #集群监控主要包括如下功能 $
", $实时的细粒度集群负载监控和分析$对各状态 -*.

核数占比 "作业占比 #-*. 核数占用率和内存利用率等
进行监控和分析 #图 / 所示为资源使用情况示意图 !

%& $文件系统负载和健康监控 $对文件系统的空间占
用情况 "+0*’ 等进行监控 !

%1 $多纬度集群负载分析 $从单位等多个维度对数据
进行分析 !

%! $许可证实时监控$监控许可证各个模块的使用情况!
%/$系统日志分析和警报 $针对有问题的模块进行分

析和报警 !
%23邮件报警 $当出现异常时向用户发送邮件 #进行

提醒 !
当计算作业未运行时 #归入排队作业 #可以从多个

维度监控计算作业的排队情况 !计算作业排队趋势示意
图如图 2 所示 !

$ 结论
本文提出了一种面向工业制造的多集群高性能计

图 1 多节点仿真计算软件安装示意图

图 ! 跨集群调度示意图
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算平台构建技术的方法 ! 通过搭建统一访问 "资源共享
的高性能计算平台 #提供高性能计算服务 #提供软硬件
支撑环境 #可满足工程研制共享使用的需求 #提高资源
利用率 #充分发挥效能 !
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