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Chinese word—-level lip reading based deep learning

Chen Hongshun', Chen Guanming'-?
(1.School of Information Technology , Beijing Normal University (Zhuhai) , Zhuhai 519087 , China ;
2.Zhuhai Orbita Aerospace Science & Technology Co., Ltd.,Zhuhai 519080, China)

Abstract: Lip reading is crucial in the silent environment or environments with serious noise interference, or for people with hear-
ing impairment. For word —level Chinese lip reading problem, SinolLipReadingNet model is proposed, the front end of which with
Conv3D and ResNet34 is used to extract temporal —spatial features, and the back end of which with ConvlD and Bi-LSTM are
used for classification and prediction respectively. Also, self—attention and CTCLoss are added to improve the back end with Bi-—
LSTM. Finally,the SinoLipReadingNet model is tested on XWBank lipreading dataset and results show that the prediction accuracy
is significantly better than that of D3D model, the prediction accuracy and avrage CER of multi-model fusion reaches 77.64% and
21.68% respectively.

Key words: lip reading ; ResNet ; Bi—LSTM ; CTCLoss ; self—attention
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