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/ 引言
语言是人类沟通交流的主要方式 !语音是人类语言

交流的主要载体之一 " 在无声或噪声干扰严重的环境
下 !或对于存在听觉障碍的人群 !如何利用通过嘴唇运
动进行语言识别至关重要 "唇语识别是指通过观察和分
析人说话时唇部运动的特征变化 !识别出人所说话的内
容 "唇语识别具有广阔的应用前景 #在医疗健康领域 !可
以借助唇语识别辅助患有听力障碍的病人沟通交流 ! "#$
在安防领域 !人脸识别同时通过唇语识别以提高活体识
别的安全性 ! $#$在视频合成领域 % 利用唇语识别可以合
成特定人物讲话场景的视频 ! &#!或者合成高真实感的虚
拟人物动画等 "
唇语识别主要包含 ’ 个步骤 ! ’##人脸关键点检测与

跟踪 %唇语区域提取 %时空特征提取和分类与解码 " 其
中!时空特征提取和分类与解码是唇语识别的研究重点 "

近年来 !随着大规模数据集 ! (#的出现 !基于深度学习的
方法可以自动抽取深层特征 !逐渐成为唇语识别研究的
主流方法 ! )#" 如图 * 所示 !基于深度学习的唇语学习方
法将一系列的唇部图像送入前端以提取特征 !然后传递
给后端以进行分类预测 !并以端到端的形式进行训练 "

由于卷积神经网络 +,--.具有强大的特征抽取能力 !
近年来逐渐成为唇语识别时空特征提取阶段的主流方

法 " /01( 年 !-234 !5#等将 ,-- 模型用于日语单词的识别
任务 !并实验证明了 ,-- 特征比传统 6,7 特征性能更
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摘 要 " 在无声或噪声干扰严重的环境下 !或对于存在听觉障碍的人群 !唇语识别至关重要 " 针对词语级中文唇语
识别的问题 !提出了 ;<=2><?@A43<=B-AC 模型 !前端采用 ,2=D&E F@AG-AC&’ 结构用于时空特征提取 !后端分别采用
,2=D"E 结构和 H<I>;JK 结构用于分类预测 !并引入 ;ALMI7CCA=C<2=#,J,>2GG 对 H<I>;JK 后端进行改进 " 最终在新网
银行唇语识别数据集上进行实验 !结果表明 !;<=2><?@A43<=B-AC 模型在识别准确率上明显优于中科院 E&E 模型 !多
模型融合的预测准确率达到了 558)’N!平均字错率为 /"8):N"
关键词 " 唇语识别 $@AG-AC$H<I>;JK$,J,>2GG$自注意力机制
中图分类号 " J6&9"8’ 文献标识码 " 7 012""08")"(5OP8 <GG=80$(:I599:8$$$90&

中文引用格式 " 陈红顺 !陈观明 8 基于深度学习的词语级中文唇语识别 ! Q # 8电子技术应用 !$0$$ !’:+1$.#(’I(:8
英文引用格式 " ,RA= S2=BGRT= !,RA= UT4=V<=B 8 ,R<=AGA W2X3ILADAL L<? XA43<=B Y4GA3 3AA? LA4X=<=B ! Q # 8 7??L<Z4C<2= 2M [LAZCX2=<Z
JAZR=<\TA!/0// !’:+1/.#(’I(:8

,R<=AGA W2X3ILADAL L<? XA43<=B Y4GA3 3AA? LA4X=<=B

,RA= S2=BGRT=1!,RA= UT4=V<=B1 !/

+1 8;ZR22L 2M ]=M2XV4C<2= JAZR=2L2B^!HA<P<=B -2XV4L _=<DAXG<C^ +‘RTR4< .!‘RTR4< (*9a:5 !,R<=4$
/8‘RTR4< bXY<C4 7AX2G?4ZA ;Z<A=ZA c JAZR=2L2B^ ,28!>C38!‘RTR4< (190:0!,R<=4 .

(3456’,5" ><? XA43<=B <G ZXTZ<4L <= CRA G<LA=C A=D<X2=VA=C 2X A=D<X2=VA=CG W<CR GAX<2TG =2<GA <=CAXMAXA=ZAd 2X M2X ?A2?LA W<CR RA4X!
<=B <V?4<XVA=C 8 e2X W2X3 ILADAL ,R<=AGA L<? XA43<=B ?X2YLAVd ;<=2><?@A43<=B-AC V23AL <G ?X2?2GA3d CRA MX2=C A=3 2M WR<ZR W<CR
,2=D&E 4=3 @AG-AC&’ <G TGA3 C2 AfCX4ZC CAV?2X4L IG?4C<4L MA4CTXAG d 4=3 CRA Y4Zg A=3 2M WR<ZR W<CR ,2=D1E 4=3 H< I>;JK 4XA
TGA3 M2X ZL4GG<M<Z4C<2= 4=3 ?XA3<ZC<2= XAG?AZC<DAL^8 7LG2 d GALM I4CCA=C<2= 4=3 ,J,>2GG 4XA 433A3 C2 <V?X2DA CRA Y4Zg A=3 W<CR H< I
>;JK8 e<=4LL^d CRA ;<=2><?@A43<=B-AC V23AL <G CAGCA3 2= hiH4=g L<?XA43<=B 34C4GAC 4=3 XAGTLCG GR2W CR4C CRA ?XA3<ZC<2= 4ZZTX4Z^
<G G<B=<M<Z4=CL^ YACCAX CR4= CR4C 2M E&E V23AL d CRA ?XA3<ZC<2= 4ZZTX4Z^ 4=3 4DX4BA ,[@ 2M VTLC<IV23AL MTG<2= XA4ZRAG 558)’N 4=3
$18):N XAG?AZC<DAL^8
789 !-6:4" L<? XA43<=B $@AG-AC$H<I>;JK$,J,>2GG $GALMI4CCA=C<2=

图 1 唇语识别深度学习方法框架 ! ) #
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优 ! 但由于传统的 !"" 对时序建模能力有限 "越来越多
的工作采用 #$ !""%&’作为时空特征提取器同时从时间

和空间维度上提取信息 ! 分类与解码阶段 "深度学习通
常采用循环神经网络 ()*+,--*./ "*,-01 "*/23-4")""5"但
原始 )"" 模型在训练过程中容易陷入梯度消失和梯度
爆炸的问题 " 目前逐渐被长短时记忆网络 (63.7 893-/:
;*-< =*<3->"68;=?和门控循环单元 (@0/*A )*+,--*./ B.C/"
@)B?等结构取代 !

8/0D>104CE %F’等首次采用 #$ !"" 提取唇语视频的时空
特征 "并提出了 #$ !""G)*E"*/ 的网络架构 #HIJK 年 "
谷歌与牛津大学合作的 LEE0*1 等人提出了时空卷积网
络 8;!""(8M0/C3:;*<M3-01 !3.N31,/C3.01 "*,-01 "*/23-4?和
OC:@)B 结合的 6CM"*/ 模型 "在 @)P$ 上句子准确率达
到 F#QRS%JI’! 国内关于中文唇部识别的研究起步较晚 !
HIJ& 年 "中科院 T0.7 89,0.7 等人发布第一个开源的中
文词语级唇语识别数据集 6)U:JIII"其提出的 $#$ 模
型在 6)U:JII 数据集上识别率达到 #RQVKS%JJ’#杨帆提
出 !96CM"*/ 网络模型结构用于中文唇语识别 "在其自建
!!;W$8 数据集上 "句子识别准确率达到了 RKQVS%JH’#浙
江大学 X903 T0 等人发布了第一个开源的中文句子级
唇语识别数据集 !=6)"其提出的 !88=!= 模型在 !=6)
上字错率达到了 #HQR&S %J#’! 本文针对中文词语唇语识
别的问题 "提出了 8C.36CM)*0AC.7"*/ 模型 "并在新网银行
唇语识别数据集进行实验 "预测准确率达到了 VVQKRS!

! "#$%&#’()*+#$,-). 模型
8C.36CM)*0AC.7"*/ 模 型 前 端 采 用 !3.N#$ G)*E"*/#R

结构用于提取时空特征 "后端分别采用 !3.NJ$ 结构和
OC:68;= 结构用于分类预测 "如图 H 所示 !
!/! 0%$1234()5-).26 前端

!3.N#$ 前端包括 KR 个 Y!V!V 大小的卷积核 "经批
处理规范化 (O0/+9 "3-<01CZ0/C3."O"?和校正线性激活单

元 )*6B 后 "再通过 =0[\331#$ 最大池化层 "从而降低了
三维特征映射的空间大小 ! 接着利用 )*E"*/#R %JR’网络对

!3.N#$ 前端提取的特征做进一步特征提取 "最后利用
全连接层 (],11> !3..*+/*A 60>*-"]!?输出 HYK 维的特征
向量 !
!/7 "#$%&#’()*+#$,-). 模型后端

8C.36CM)*0AC.7"*/ 后端分别采用 !3.NJ$ 结构和 OC:
68;= 结构 !

!3.NJ$ 结构由 H 个一维卷积 !3.NJ$ 组成 "主要在
前期用来辅助训练前端模块 "让模型学习时间维度上前
后关联信息 !模型训练时 "先利用 !3.NJ$ 后端辅助前端 "
当效果显著时立即停止训练并移除 !3.NJ$ 后端模块 "
再利用 OC:68;= 后端模块完成端到端的训练 !

OC:68;= 结构使用分别带有 HYK 个单元的双向 68;="
进一步加强了模型对图片序列长时依赖的特征学习 "再
使用全连接层将输出变为长度为 #J# 的向量 "最后经过
83D/<0[ 层输出 !
为进一步提高唇语识别 准确 率 "本文 引入 8*1D :

L//*./C3. %JY’$!;!63EE %JK’对 OC:68;= 后端进行改进 !
(J ?8*1D:L//*./C3. 机制
如图 # (0?所示 "在 68;= 层后接入自注意力的编码

层 "通过将一组序列帧图片进行位置编码和帧的向量嵌
入进行结合后进行自注意力计算 "实现了帧与帧之间的
关系计算 "为唇语运动的信息进一步做长时记忆 !

(H ?!;!63EE
!;! 是序列标注问题中的一种损失函数 "可自动学

习解决输入与输出序列解码中标注对齐问题 !传统序列
标注算法需要每一时刻输入与输出符号完全对齐 "而
!;! 扩展了标签集合 "添加空元素 ! 图 #(^?为在后端模
块加入 !;!63EE 实现图片帧与中文标签对齐 "从而实现
基于词语级别的单字预测 !

图 H 8C.36CM)*0AC.7"*/ 模型
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/ 实验结果与分析
0"1 数据集及预处理
新网银行唇语识别数据集是由新网银行基于移动

设备采集的正面视频而发行的词语级别唇语数据集 !中
文词语样本数为 !"! 个 !包含 "# $%% 个样本 " 数据预处
理时 !首先利用 &’() 库和 *+,-./ 库 012)3345 算法的人
脸检测器对图像帧进行人脸检测和跟踪 !将包含唇动信
息的人脸图像裁剪出来 " 接着 !基于 6*7*8! 算法 9 ":;实

现唇部区域提取 !具体流程如下 # <=>使用 ’2),’?@A, 标注
工具在人脸图像中手动标注出唇部位置 !共计标注 B %%%
张左右 !如图 C 所示 $ <B >利用标注图像训练 6*7*8! 唇
部检测器 $ < ! >将训练好的目标检测器对新网银行唇语
数据集裁剪出的人脸图像进行唇部检测和裁剪 "最后将
裁剪得到的唇部图像统一缩放为 ==B!==B 的固定大小 !
如图 $ 所示 " 0"0 模型训练

模型的训练和测试在装有 B 个 DEF<型号为 G/&?0
D,H3IJ, KLM #%N%L( "" DO>的计算机上进行 " 模型训练
时 !训练集 %测试集采用数据集的默认划分 !并从训练集
中预留 "%P作为验证集 " 当模型输入为单通道时 !图像
帧被转换为灰度图像 !并根据总体均值和方差进行归一
化 " 训练期间 !应用随机裁剪 <"$ 像素 >和水平翻转来执
行数据增强 "
模型训练分两阶段 #第一阶段利用 .3-8=& 后端完成

训练 !先设置后端为 .3-8=& 模块 !训练 Q% 个 ,+3JR4 直
到 .I344S-5I3+T7344 交叉熵损失函数趋于收敛 !这时前
端已较好学习到图片帧序列的时空特征 !随即移除
.3-8=& 模块 !并冻结前端已经获得的权重参数 $第二阶
段使用 O(U7VLW 后端模块 <或 O(U7VLW 后端改进模块 >!
先训练 $ 个 ,+3JR4 使 O( U7VLW 模块完成时序建模 !然
后解除前端权重参数的冻结!再端到端训练 Q% 个 ,+3JR4!
获得最终最优的权重 "
0"2 精度评价
为评价唇部识别效果 !分别采用 L3+U= 准确率和字

< 2 >O(U7VLWXV,’YU055,-5(3- 后端

< ) >O(U7VLWX.L.7344 后端

图 ! O(U7VLW 后端改进模块

图 C 手动标注唇部位置

图 $ 预处理结果
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错率 !"#$%进行精度评价 !
!& %’()*& 准确率
’()*& 准确率 ! ’() *& +,,-./,0 %是指预测结果排名

第一的词语与正确结果相符的准确率 !
!1 %字错率 !"#$%
中文一般用字符错误率 ! "2/./,34. #..(. $/34 ""#$ %

来表示字错率 ! "#$ 计算公式为 #

"#$5 !"#"$
%

!&%

其中 "! !6-76383-38(9%表示替换的字符数目 $# !:4;438(9%表示
删除的字符数目 $ $ ! 8964.38(9%表示插入的字符数目 $% 表
示参考序列中字符总数! 所以""#$ 值的范围是 <=">!%!
!"# 实验结果与分析
将训练好的模型在测试集进行唇语识别实验 "部分

预测结果见表 &%表 1! 从表 & 可以看出 "部分预测和正
确结果存在差异 "如 &其中 !?8 @2(9A%’和 &研究 !0/9 B8- %’
两个词存在韵母 &(9A’和 & 8-’相似的口型 " &持之以恒
!,28 @28 08 249A%’和 &这 样 !@24 0/9A%’同 样 存 在 & 8’和
&4’% &49A’和 &/9A’相似的口型 "从而导致模型预测错
误 ! 表 1 采用 "’"C(66 实现图片帧序列进行对齐 "实现
了对词语中的单字预测 !

为便于结果比较 "在相同参数设置环境下 "对中科
院 DED 模型 <&&F进行了实验 ! 采用 1GE 节的方法对各模型
的预测结果进行精度评价 "其结果见表 E ! 可以看出 "
H89(C8)$4/:89AI43 模型在识别准确率上明显优于中科院
DED 模型"说明 H89(C8)$4/:89AI43 模型能更好学习到图像

帧序列的时空特征 "捕捉到更敏感的嘴唇运动信息 "
从而提高了识别率 ! 从表 E 可以看出 "E 通道模型的预
测准确率比单通道模型高 1J以上 "平均字错率也有所
降低 "这主要是因为 E 通道图像比单通道图像提供了
更多的信息 $加入 H4;K *+334938(9 模块 "预测准确率比
"(9LED>$46943EM>N8*CH’O 有所提高 % 平均字错率有所
下降 "说明 H4;K*+334938(9 模块在一定程度上有助于提高
识别准确率 $采用 "’"C(66 实现图片帧序列自动对齐标
签 "预测准确为 PQGEPJ "平均错字率为 E1G=&J "虽然在
词语预测的准确率效果适中 " 不及 "(9LED>$46943EM >
N8*CH’O 模型 "但实现了单字预测 "为以后句子级唇语
识别研究提供了思路 !
!"$ 多模型融合
单一模型在处理问题时往往遇到模型泛化的瓶颈 "

多模型融合逐渐成为人们解决问题的选择手段 !多模型
融合方式主要分为结果多数表决 %结果直接平均和结果
加权平均等方式 ! 鉴于实验环境及设备计算能力有限 "
本文采用结果多数表决方式实现多个模型 ! "(9LED >
$46I43EM >N8 *CH’O%"(9LED >$46I43EM >N8 *CH’O >H4;K *
/334938(9%"(9LED>$46I43EM>N8*CH’O>"’"C(66%结果融合 "
部分预测结果见表 M! 可以看出 "多模型融合的预测准
确率达到了 RRGSMJ "平均字错率降低到 1&GSTJ "均优
于任何单一模型 !这主要是因为多模型融合可以纠正部
分识别错误 "从而进一步提高识别率 !

% 结论
针对端到端唇语识别的问题 "本文构建了 H89(C8)*

$4/:89AI43 模型 ! 该模型前端采用 "(9LED>$46I43EM 结
构 "后端分别采用 "(9L&D 结构和 N8*CH’O 结构 "并引入
H4;K*+334938(9 机制 %"’"C(66 对 N8*CH’O 后端进行改进 !
最终在新网银行唇语识别数据集进行实验 " 结果表明 "
H89(C8)$4/:89AI43 模型在识别准确率上明显优于中科院
DED 模型 "多模型融合的预测准确率达到了 RRGSMJ "平
均字错率为 1&GSTJ!
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表 & 部分预测结果

注 #模型为 "(9LED>$46I43EM>N8*CH’O!E"% !

K,4,=Q,&:RP7P74PSTR&SRRPE,Q&1:,7
17&4E=Q7QP,7K=17,M7=K/1PQQK:K//P
=&RRTS1/QT=P,74/SE7QM/:4/,PPSE7T
/M4SSTEM:PP:7K7:/S,E4,7RERSKE7TE
MSP7&4K:REKESE7=KRK41/KS&R=:KM/&

持之以恒

社会

其中

千家万户

领导

这样

社会

研究

千家万户

领导

否

是

否

是

是

是否

预测正确
预测结果正确结果序列图像文件

注 #模型为 "(9LED>$46I43EM>N8*CH’O>"’"C(66 !E"% !

序列图像文件

MPSKPP4RM=PP:R1MKP&1/R,7RM44R=:R
//7=1M:P,=Q,R==SP4:/1&EQE/7MM1EE
,:R=/=4P/ES7QKPQP&1R:/TPQ7Q:MQRK
1=7R:,,=,T:&KM,RRP/1/7E:=4P7:,=P
7K&RQ&E1S1/SKETK:=,7/M::R1MEQ,:M
TSP:/,,/4&4,T11PQ&&K4ST&T1KK=KS:
KPP&/,PSR:E,MP=E,RMRTQSE:4ET=K=E
TM&=EE74M&ST:4K/7:Q4M7T77:M7Q4RK
EQ=/ERRQERKR7T1E&KQEE/=R1MQESKP/
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正确结果

组织

革命

应该

完全

深恶痛绝

市场

息息相关

第二

要求

还有

预测结果

具织

人们

一样

完全

深恶痛绝

现象

息息相关

第样

根用

看到

"#$\J
P=
&==
&==
=
=

&==
=
P=
&==
&==

表 1 部分 "’"C(66 预测结果

注 #&" 表示输入单通道 "E" 表示输入 E 通道 !

表 E 分类准确率

模型
’()*&
准确率 \J

平均

"#$\J
DED

"(9LED>$46943EM>N8*CH’O!&"%
"(9LED>$46943EM>N8*CH’O!E"%

"(9LED>$46943EM>N8*CH’O>H4;K*/334938(9!&"%
"(9LED>$46943EM>N8*CH’O>H4;K*/334938(9!E"%

"(9LED>$46943EM>N8*CH’O>"’"C(66!&"%
"(9LED>$46943EM>N8*CH’O>"’"C(66!E"%

多模型融合

MM GS
SQGPR
R&GT&
SQGTQ
R1G==
PSGQP
PQGEP
RRGSM

*
1QGQE
1RGTE
1SGQR
1RGM&
EEGPS
E1G=&
1&GST

$&
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